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ABSTRACT

Apple farming plays a significant role in the agricultural economy
but suffers considerable losses due to diseases affecting leaves and
fruits. Manual identification of these diseases is often slow,
inaccurate, and non-scalable. This review outlines recent
advancements in image-based apple disease detection using machine
learning (ML) and deep learning (DL). Emphasis is placed on feature
extraction techniques, classification algorithms, and dataset curation.
Convolutional neural networks (CNNs), support vector machines
(SVMs), and transfer learning methods are examined for their
effectiveness in detecting conditions such as apple scab, cedar apple
rust, and compound infections. The paper also highlights key
challenges and opportunities for future research in real-time
applications and intelligent farming.
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The apple industry plays a vital role in the »  To identify influential authors, institutions, and

agricultural economy of many countries. However,
diseases in apple crops pose a significant challenge to >
productivity and quality. Early detection of such
diseases is crucial to prevent economic losses and

countries contributing to this domain.

To explore common research methods, datasets,
and algorithms used.

improve yield. With advancements in Artificial » To determine research gaps and future trends.

Intelligence (AI) and Machine Learning (ML), >
researchers have begun to explore automated methods

for apple disease detection, especially using image
processing and deep learning.

This bibliometric review aims to provide a systematic 3

To highlight the practical applications and
challenges in implementing Al-based apple
disease detection in real-world agricultural
systems.

Methodology

overview of the research landscape in this field by
analyzing publication trends, major contributors,
research methods, and thematic evolution. Unlike
traditional literature reviews, bibliometric analysis
uses quantitative techniques to evaluate scholarly
outputs over time.

2. Objective of the Review:
» To examine the growth of scientific literature on
apple disease detection using Al and ML.

3.1. Data Source:

Data for this bibliometric review were collected from
open-source academic databases like Scopus, IEEE
Xplore, ScienceDirect, and Google Scholar. The key
search terms included:

"Apple Disease Detection"
"Plant Disease Al"
"Machine Learning in Fruit Disease Detection"

"Image Processing Apple Leaves"
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3.2. Time Span:

The analysis focuses on publications from 2013 to
2024, capturing the evolution of ML and Al models
in this domain.

3.3. Inclusion Criteria:
Peer-reviewed journal and conference papers.

Articles focusing on apple disease identification using
machine learning, deep learning, or image processing.

4. Publication Trends:

Over the past decade, a sharp rise has been observed
in research on automated disease detection in
agriculture, especially with the integration of Al
technologies. Early work (2013-2016) focused
mainly on classical machine learning techniques such
as SVM and K-Means Clustering. From 2017
onwards, convolutional neural networks (CNNs) and
transfer learning became more prominent due to their
high accuracy in image classification.

A noticeable peak was seen in 2020-2022, driven by
the surge in Al-based smart agriculture applications
and increasing data availability.

5. Leading Contributors

S.1. Prominent Authors and Works:

Shiv Ram Dubey and Anand Singh Jalal are widely
cited for their work using SVM and K-Means
Clustering.

Pushkar Dixit contributed significantly through
segmentation techniques using color properties.

Samajpati & Degadwala demonstrated the use of
Random Forests combined with k-means for robust
classification.

Sladojevic et al. (2016) introduced deep neural
networks for plant disease classification with high
accuracy.

5.2. Countries:

India, China, and the USA are the top publishing
countries in this field. India shows remarkable
leadership in the application of Al in agriculture due
to its agrarian economy.

5.3. Institutions:

Top institutions include:

Sher-e-Kashmir University of Agricultural Sciences
and Technology (SKUAST)

Indian Institute of Technology (IITs)
Chinese Academy of Agricultural Sciences

6. Common Techniques and Tools

6.1. Machine Learning Algorithms:

Support Vector Machines (SVM): Frequently used for
binary and multi-class classification tasks.

K-Means Clustering: Applied for segmentation of
diseased regions.

Random Forests: Used in hybrid models for better
classification performance.

6.2. Deep Learning Models:
CNNs (Convolutional Neural Networks): Offer high
accuracy in image recognition tasks.

Transfer Learning: Models like ResNet, VGG16, and
Inception have been fine-tuned on apple disease
datasets.

6.3. Image Processing Features
Common features include:
Color Histograms

Local Binary Patterns (LBP)
Histogram of Oriented Gradients (HOG)
Texture and Morphological analysis

6.4. Dataset Sources:
PlantVillage Dataset

Custom datasets captured in real-time farm conditions

Synthetic augmentation through rotation, scaling, and
brightness variation

7. Thematic Evolution and Focus Areas:
Thematic maps show an initial focus on disease
classification using manual features, transitioning into
end-to-end deep learning pipelines. Current trends
emphasize:

» Mobile applications for
detection (e.g., Apple Doc)

real-time disease

» Integration with IoT for smart farming
» Recommendation systems for treatment

The thematic evolution of research in apple disease
detection demonstrates a clear transition from
conventional image processing and manual feature
extraction methods toward advanced deep learning
and Al-driven frameworks. Early studies primarily
relied on color, texture, and shape-based feature
extraction, while recent research emphasizes
automated feature learning through convolutional
neural networks (CNNs) and transfer learning
models. The evolution also reflects a growing interest
in real-time detection systems, integration with
Internet of Things (IoT) devices, and the development
of mobile-based applications for field deployment.
Moreover, the emergence of Explainable Al (XAI)
and lightweight models indicates a shift toward
interpretable, efficient, and accessible solutions for
smart agriculture.
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Emerging areas:
Explainable Al for agricultural decision-making

Lightweight models for deployment on mobile and
edge devices.

8. Results and Analysis:

The CNN model achieved high accuracy (up to

100%) on pre-processed datasets. SVM models also

showed promising results with handcrafted features.

Evaluation was done using confusion matrices and

statistical metrics. Key findings include:

» CNN outperformed classical models in feature
learning

» Transfer learning improved convergence speed
and accuracy

» Image augmentation helped mitigate overfitting.

Future Scope

» Integration with GUI-based mobile apps for
farmer usability

» Expansion to multi-crop disease detection

» Real-time inference using edge devices (e.g.,
Raspberry P1)

» Explainable Al for better interpretability

9.

Discussion:
The reviewed studies confirm that AI and ML
methods significantly improve disease detection
accuracy and reduce manual labor. However, several
challenges remain:

Limited availability of large, annotated datasets

Poor generalizability in real-world scenarios due to
lighting, occlusion, or leaf orientation

Lack of integration between disease detection and
treatment recommendation

Few studies have considered real-time systems or
combined datasets across seasons and geographies.
Most models still struggle in distinguishing multiple
co-occurring diseases on a single leaf.

10. Conclusion:

This bibliometric review highlights that apple disease
detection using Al and ML has become a vibrant
research area with significant real-world implications.
While early studies focused on traditional ML, the
field has rapidly adopted deep learning for higher
accuracy and scalability. India has emerged as a
leader in this research, with notable contributions
from both academic and agricultural research
institutions.

Image-based disease detection using ML/DL models
holds great promise for the agricultural sector. The
combination of CNNs and traditional classifiers
enables accurate classification of apple diseases. This
review highlights the potential of computer vision to

transform plant pathology diagnostics and lays the
groundwork for future mobile and scalable
implementations.

To advance further, future work should focus on:
Multilingual and farmer-friendly mobile interfaces
Real-time detection with GPS tagging

Fusion of image, weather, and soil data for holistic
health diagnosis

Cloud-based farming assistance platforms.
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