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ABSTRACT 

Named Entity Recognition (NER) and Disambiguation are Natural 
Language Processing (NLP) subtasks that aim to recognise and 
categorise named entities in text into their appropriate categories. 
CNER enhances the capacity by assisting you in identifying new 
entity types that are not included in the preset generic entity types. 
This implies that, in addition to detecting entity categories like 
DISEASE, LOCATION, DATE, and PERSON, you can also 
examine documents and extract entities like product codes or 
business-specific entities that are relevant to your needs. 

Due to a lack of large-scale labelled training data and domain 
expertise, biomedical named entity recognition (BioNER) is a 
difficult problem for interpreting bio- logical literature. In addition to 
employing sophisticated encoders (e.g., biLSTM and BioBERT) to 
solve the problem, one option is to use readily available supple- 
mentary information. 

The goal of Bio-medical Diseased Named Recognition is to recognise 
various disorders. In this study, I’ll use spaCy in Python to do custom 
named entity (Disease) recognition in clinical literature. In this 
project, I’ll build a clinical named entity recognition model that can 
recognise disease names in clinical text. 
 

 

KEYWORDS: Custom named entity, Biomedical named entity 

recognition, NER, Bio-medical text, clinical text, SpaCy 
 

How to cite this paper: Prince Nathan S 
| Onkar Saudagar | Rutika Shinde 
"Custom Named Entity Recognition 
(CNER)" Published 
in International 
Journal of Trend in 
Scientific Research 
and Development 
(ijtsrd), ISSN: 2456-
6470, Volume-6 | 
Issue-1, December 
2021, pp.1798-1806, URL: 
www.ijtsrd.com/papers/ijtsrd49180.pdf 
 
Copyright © 2021 by author (s) and 
International Journal of Trend in 
Scientific Research and Development 
Journal. This is an 
Open Access article 
distributed under the 
terms of the Creative Commons 
Attribution License (CC BY 4.0) 
(http://creativecommons.org/licenses/by/4.0) 

1. INTRODUCTION  

Named entity recognition (NER) is a sub-task of 
information extraction (IE) that looks for and 
categorises specific entities in a body of texts. Entity 
identification, entity chunking, and entity extraction 
are all terms used to refer to NER. Named entity 
recognition(NER) is utilised in a variety of AI 
applications, including Natural Language Processing 
(NLP) and Machine Learning. Entities are terms in a 
text that denote a certain category of data. They might 
be nu- merical, like cardinal numbers; temporal, like 
dates; nominal, like people’s and places’ names; and 
political, like geopolitical entities (GPE). In other 
words, an entity may be anything that the designer 
wants to designate as an item in a text with a label. 
The process by which a system takes unstructured 
data (a text) and converts it into structured data,  
 

 
especially the identification of entities, is known as 
named entity recognition, or NER. 

The task of Named Entity Recognition involves 
identifying and pointing out the strings that fall into 
some named predetermined entity class(es), in the 
text [1]. Although, attempts were made to create fixed 
rigid designators as entities for NER, in common 
practice one must deal with numerous referents that 
cannot be considered philosophically ”rigid”. This 
can be clearly shown by discussing the following 
example: 

”It was an interesting time for the Ford Motor 

Company.” 

Here we can easily recognize that the string “Ford 

Motor Company” refers to the organization, yet we 
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must not overlook the fact that the word “Ford” can 
easily refer to many entities [1]. 

Evolution of NER [2] At the sixth Message 
Understanding Conference (MUC- 6), the term 
”Named Entity” (NE) was first used to describe the 
problem of identifying names of companies, persons, 
and geographic locations in text, as well as currency, 
time, and percentage expressions. Since MUC-6, 
there has been a surge in interest in NER, and a 
number of scientific conferences (e.g., CoNLL03, 
ACE, IREX, and TREC Entity Track) have focused 
on it. 

”A NE is a proper noun that serves as a name for 
something or someone,” says the problem definition. 
The significant percentage of proper nouns present in 
a corpus justifies this restriction. Some claimed that 
the term ”Named” limited the task to entities with one 
or more rigid designators serving as the referent. 
Despite the various definitions of NEs, researchers 
have come to an agreement on the types of NEs that 
should be recognised. Generic NEs (e.g., person and 
location) and domain-specific NEs(e.g., proteins, 
enzymes, and genes) are the two types of NEs that we 
use . In this paper, we mainly focuson domain-
specific NEs. 

Custom named entity recognition (CNER) expands 
the functionality by assisting you in identifying new 
entity kinds that are not included in the pre- defined 
generic entity types. This means that, in addition to 
detecting entity categories such as DISEASE, 
LOCATION, DATE, and PERSON, you can also 
examine documents and extract entities such as 
product codes or business-specific entities that are 
relevant to your needs. 

Biomedical named entity recognition (BioNER) is 
an important task for reading biomedical literature, 
but it might be difficult due to a lack of large- scale 
labelled training data and domain knowledge. To 
address the challenge, In addition to using powerful 
encoders (e.g., biLSTM and BioBERT) to solve the 
problem, one option is to use readily available 
supplementary knowledge. The goal of Bio-medical 
Diseased Named Recognition is to recognise various 
disorders. In this study, I’ll use SpaCy in Python to 
do custom named entity (Disease) recognition in 
clinical text. 

Clinical named entity recognition (CNER) is a 
crucial task for extracting patient data from electronic 
health records (EHRs) in order to facilitate clinical 
and translational research. CNER’s major goal is to 
recognise and classify clinical terminology in 
electronic health records (EHRs), such as diseases, 
symptoms, therapies, tests, and body parts. A crucial 
step in any clinical Natural Language Processing 
(NLP) system is to identify these important clinical 
ideas.NER in the medical domain is more difficult 
than in the generic domain. On the one hand, clinical 
texts frequently use non-standard abbreviations or 
acronyms, as well as various versions of the same 
entity. Clinical notes, on the other hand, are noisier, 
more prone to grammatical errors, and include less 
context due to shorter and incomplete sentences. 
Furthermore, due to the diversity of EHRs, 
constructing such a CNER is a difficult undertaking 
[5]. 

SpaCy is a Python-based open-source library that 
performs advanced natural language processing. It is 
intended for production use and aids in the 
development of applications that process and 
”understand” massive amounts of text. It may be used 
to create data extraction and natural language 
understanding systems, as well as to pre-process text 
for deep learning. Tokenization, Parts-of-Speech 
(PoS) Tagging, Text Classification, and Named Entity 
Recognition are some of the functionalities provided 
by spaCy. In Python, SpaCy provides an extremely 
efficient statistical method for NER that can give 
labels to contiguous clusters of tokens. It comes with 
a default model that can recognise a wide range of 
named or numerical entities, such as people, 
organisations, languages, and events. Apart from 
these preset entities, spaCy also allows us to add 
additional classes to the NER model by updating the 
model with newer trained examples. 

SpaCy NER already supports entity types such as- 
People, including fictional characters. Nationalities, 
religious, and political groups are all examples of this. 
Structures such as buildings, airports, highways, and 
bridges, and many others. Companies, agencies, and 
institutions, to name a few, Countries, cities, states, 
and other entities. Our goal is to refine this model so 
that it can account for our own custom entities in the 
dataset. 
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2. LITERATURE SURVEY 

The Following table shows the literature survey by comparing techniques pro- pose in various references: 

 

3. RELATED RESEARCH 

3.1. NER Software Evaluation 

3.1.1. NER: Concepts & Functioning 

 
Figure 1: Traditional evaluation methodology of NER software performance 
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The goal of NER is to recognise and semantically classify words/entities in a text. As shown in Fig.1, traditional 
NER software consists of three main tasks. The workflow depicted in Fig.1 is commonly used to evaluate the 
performance of any given NER software. As inputs, both a corpus of reference and the associated “gold data” are 
used in order to evaluate the extent to which the identification/classification resulting from the NER software 
matches with the gold data [11]. 

3.1.2. NER Software Evaluation 

Several studies in the literature have been conducted to determine which NER software performs the best. Fig.2 
present an overview of the most notable evaluation studies in this field, including details on the corpus, software, 
and metrics used for evaluation[11]. 

� NER Software : First, it should be noted that NER software is either de- veloped for use in a specific domain 
(e.g., social media, healthcare) or in a generic manner, as evidenced by the set of evaluated NER software 
(i.e., being domain-independent). To date, StanfordNLP1, NLTK, SpaCy, and OpenNLP are the most well-
known software for general use, with each having its own set of features and tuning. Stanford NLP is a 
JAVA toolkit that includes a variety of tools such as PoS, NER tagger, and others. SpaCy is known for its 
parsing speed, whereas NLTK provides a diverse set of libraries and modules for symbolic and statistical 
NLP. 

� Corpus : The selection of the corpus, as discussed in section 4.1.1 , is an important step in the performance 
evaluation process. CoNLL 2003, MUC- 6, MUC-7 using newswire, or ACE 2005 using weblogs, broadcast 
news, newsgroups, and broadcast conversations are just a few examples of anno- tated corpora created 
specifically for scholars. Other corpora were created over time to expand or diversify the nature of already 
existing corpora like OntoNotes and WikiGold; or more specialised corpora like Ritter Twitter and UMBC. 

 
Figure 2: EXPERIMENTAL CONDITIONS OF NER SOFTWARE EVALUA- TION STUDIES IN 

THE LITERATURE. 

3.2. Different Existing Approaches 

The existing algorithms for the NER task can be divided into four categories: rule-based approaches, dictionary-
based approaches, statistical machine learning approaches, and deep learning approaches, which have recently 
received more attention from the CNER community. 

3.2.1. Rule-based Approach 

The rule-based algorithm applies a set of rules in order to extract patterns, i.e., rule base for Malay NER [4]. 
Most of the rules are manually generated. The dictionaries are maintained separately for diseases, chemicals, 
genes, etc [3]. Rule-based approaches rely on heuristics and handcrafted rules to identify entities. They were the 
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dominant approaches in the early CNER systems [5] and some recent work. However, it is difficult to list all 
rules to model the structure of clinical named entities, and this kind of handcrafted approaches always leads to a 
relatively high system engineering cost. 

3.2.2. Dictionary-based Approach 

Dictionary-based approaches rely on existing clinical vocabularies to identify enti- ties [8]. They were widely 
used because of their simplicity and their performance. A dictionary-based CNER system can extract all the 
matched entities defined in a dictionary from a given clinical text. However, it cannot deal with entities which 
are not included in the dictionary, and usually causes low recalls. 

3.2.3. Machine Learning Approach (Supervised or Unsupervised) 

Statistical machine learning approaches consider CNER as a sequence labeling problem where the goal is to find 
the best label sequence for a given input sentence. Typical methods are Hidden Markov Models (HMMs), 
Maximum Entropy Markov Models (MEMMs), Conditional Random Fields (CRFs), and Support Vector 
Machines (SVMs) [5]. 

3.2.4. Deep Learning Approach 

Recently, deep learning approaches [5], especially the methods based on Bidirectional Recurrent Neural 
Network (RNN) using CRF as the output interface (Bi-RNN-CRF) [9],achieve state-of-the-art performance in 
CNER tasks and out- perform the traditional statistical models [10]. 

With the emergence of the machine and deep learning, various models were pro- posed for the task. The machine 
learning approach involves the usage of structured and unstructured techniques, such as CRF that was 
implemented for DrugNER . 

4. DIFFERENT EXISTING MODELS FOR NAMED ENTITY RECOGNITION 

4.1. Hidden Markov Models 

In speech and language processing, the Hidden Markov Model is one of the most important machine learning 
models. Hidden Markov Models (HMMs) are doubly embedded stochastic processes that are used to model a 
variety of situations characterised by the evolution of some events that are influenced by some internal factors. 
Internal factors are referred to as states, whereas events are referred to as observations. 

 
Figure 3: HMM model visualization - transition states 

HMMs can be thought of as a closed system with $n$ states that is required to reside in one of the states at a 
given fixed point in time and that can also make transitions between those n states with some predetermined 
probability while emitting observations with another predetermined probability set. 

4.2. Conditional Random Fields 

CRFs are a type of sequence modelling technique used for structured prediction, and they have found a useful 
application in NER. CRFs are a type of discriminative undirected probabilistic graph model that is used to 
encode known relationships between observations while generating consistent interpretations. 

4.3. Neural Networks 

Artificial Neural Networks (ANNs) are a popular tool for solving binary and multi- class classification problems. 
NN architectures such as Feed forward Neural Net- work (FNN - the basic ones), Recursive Neural Network 
(RNN), and Convolutional Neural Network (CNN) have been developed over several decades (CNN). In this 
section, we’ll go over the fundamentals of the structures mentioned above. 

The most important concept to grasp is a Deep Neural Network, which is made up of several layers of artificial 
neurons, each of which is a basic computational node in its own right. 
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Figure 4: Single artificial neuron 

A sequence of numbers xi is fed into each computational node (neuron). A bias b is added to the sum of 
multiplications after each xi is multiplied by its corresponding weighting coefficient. The neural node function 
receives this sum as an input, and the result is the neuron’s final output. For a neuron function, there are several 
well-known choices, such as tanh or sigmoid. A single sigmoid neuron is limited to categorising data into two 
basic categories and setting a threshold. To make a more advanced classifier, multiple neurons are combined to 
form a layer, which is then combined with several layers to form a classic FNN. As shown below Fig.5, a 
standard FNN is made up of three types of neural layers: input, hidden, and output layers. 

 
Figure 5: Multi-layer Neural Network 

In order to solve the classification problem, the network is first initialised with random weights and biases for 
each neural cell, which are then optimised in terms of the error function. In the sense that it has more layers of 
convolution and pooling, the Convolutional NN represents a step forward. Convolutional layers differ from 
typical neural layers in that each neuron receives only a portion of the inputs as input. The core premise of CNN 
is to divide neurons into subgroups, generating a feature map, with each subgroup optimising its recognition of a 
given ”feature” in the data. Finally, pooling layers are employed to filter away unnecessary feature map 
subgroups, attempting to rid our classifier of irrelevant ”features.” 

5. METHODOLOGY 

5.1. Overview 

5.1.1. Custom Named Entity (Disease) Recognition in Clinical Text with SpaCy 2.0 in Python 

I perform Custom Named Entity (Disease) Recognition in clinical text with spaCy in Python. Here I will be 
creating a clinical named entity recognition model which can recognize the disease names from clinical text. 

 
Figure 6: An example of CNER in action 
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The fixed number of entity classes used by current systems is one of the most limiting factors of NER. Indeed, 
the most commonly used CoNLL entity tags do not cover the vast majority of likely entities that a user might 
want to segment. This problem was solved by SpaCy by using a collection of classes. 

 
Figure 7: The Spacy NLP Pipeline 

5.2. Workflow 

5.2.1. Dataset and Pre-Processing Steps 

6.2.1.1. Loading the Dataset into Workplace available on kaggle and in differnt plat- forms NER Dataset. 
6.2.1.2. Each dataset having the following files: train.tsv, test.tsv, dev.tsv and de- vel.tsv. 
6.2.1.3. These are tab separated files each word is annotated using the BIO format. 
6.2.1.4. In BIO format : B stands for begin of entity , I stands for inside entity and O stand for outside entity 

or any other word. 

 
Figure 8: An example of BIO Format (T = Test, P = Problem) 

5.2.2. Training a Custom Named Entity (Disease Recognition in Clini- cal Text) 

� Let us define methods to compute Precision, Recall and F1-score 
5.2.2.1. TP(True Positive) : Word predicted as either I Disease or B Disease and present in the 

data(train/test/validation) as either i Disease or B Disease. 
5.2.2.2. FP(False Positive) : Word predicted as either I Disease or B Disease and not present in the 

data(train/test/validation) as either i Disease or B Disease. 
5.2.2.3. FN(False Negative) : Word predicted in the data(train/test/validation) data as either I Disease or B 

Disease and not predicted as either i Disease or B Disease. 

� Matrix: 
1. Precision : Number of predicted entity string spans that line up exactly with spans in the evaluation data. 

Precision = TP / (TP + FP) 

2. Recall : Number of names in the evaluation data that appear at exactly the same location in the predictions. 
Recall = TP / (TP + FN) 

 
Figure 9: Precisio, Recall, F1-score 

3. F1-score : This metric is the harmonic mean of Precision and Recall. 
F1-score = 2 * Precision Recall / (Precision + Recall) 

� I use an existing model ”en core web md”(English medium sized model).This is a CNN model. This model 
by default has POS tagger, Dependency parser and Named entity recognition functionalities. We only re-
train the named entity recognition part of the model. 
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Figure 10: Train a SpaCy NER model, which can be queried against with test data 

� Dropout is a regularization technique for reducing over fitting in neural net- works by preventing complex 
co-adaptations on training data. The term dropout refers to randomly ”dropping out”, or omitting, units (both 
hidden and visible) during the training process of a neural network. In our case if dropout = 0.5 there is a 
50% dropping out omitting units during training process of our model. 

 
Figure 11: F1-score vs Validation data 

� Here we can also see that in the initial phase of iterations basically the model is not learned something but 
after a couple of interactions it actually starts learning then as the iteration increases the F1- score is also 
increasing. The last interactions F1-score is very close to each other hence we can say the algorithm is 
performed really well in the learning process. 

6. CONCLUSION 

Named Entity Recognition (NER) plays a key role in 
the detection and classification of entities in NLP 
applications. An end-to-end framework for Custom 
Named Entity Recognition was developed during the 
research process. As a result, our model achieved 
state-of-the-art performance in terms of F1 score,  

 
precision and recall. I successfully trained a custom 
named entity recognition model in clinical text with 
spacy to detect your custom entities. Here I 
successfully detect the disease entities with 0.91 or 
91% F1-score and validation data. Although our 
model requires a large amount of memory and time. 
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It must be noted that the modules in the system are 
mostly (only dataset generation requires explicit word 
vectors, which are initially supplied to be for English) 
language independent. Although a comprehensive 
routine for complete custom NER has been 
developed, the system can be improved by adding 
Bidirectional LSTM models and more model training 
routines. 
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