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ABSTRACT 

In data mining, feature selection is an important phase 

in the data preprocessing process. Finding a subset of 

features such that a classification model constructed 

just using this subset has superior prediction accuracy 

than a model constructed solely using the full set of 

features is the problem of feature selection. Two 

hybrid strategies for feature selection are presented 

here. In any case, the best features are chosen by 

combining current feature selection methods or 

developing new ones from scratch. Classification 

models based on five classifiers are then built using 

the reduced dataset. An area under the receiver 

operating characteristic (ROC) curve (AUC) 

performance metric was used to measure 

classification accuracy in this study. It has been 

demonstrated empirically that the proposed methods 

can increase the performance of existing feature 

selection methods. 

Keywords: Hybid, Features selecton, Image, 

Wrapper, PSO,GWO 

Introduction  

Pre-processing in machine learning and data mining 

relies heavily on dimensionality reduction and 

anomaly detection. Real-world datasets, on the other 

hand, tend to be influenced by both errors and 

redundant variables. Also, data selection has two 

basic issues: removing aberrant patterns or reducing 

the number of dimensions in the data. When the 

original variables must be preserved, feature selection 

is a typical dimensionality reduction strategy. 

In pattern recognition, machine learning, and 

computer vision, feature selection is critical. the 

decrease of dimensionality and the improvement of 

machine learning performance and process 

comprehension are the major goals of feature 

selection. In order to locate the optimal subsets, the 

exhaustive search method is the only method that can 

ensure this, however its computational time 

complexity is exponential. 

 

Feature selection approaches can be broken down into 

three groups based on the method of selection: These 

include techniques such as filtering, wrapping, and 

embedding. Filter approaches do not necessitate 

additional learning algorithms, whereas wrapper 

techniques must. Compared to filtering, the wrapper 

approach has higher processing costs, as well as an 

over-fitting risk, which makes it less efficient. But in 

the case of embedded approaches, the method of 

selecting features is integrated into the training 

process of the model(s), and then an ideal set of 

features is generated by optimising the objective 

function. 

Feature selection 

PSO and GWO are used to pick features in the hybrid 

technique, which benefits from good convergence and 

faster search time. 

 Particle swarm optimization 

An initial random population, known as particles, is 

used as a starting point for the PSO's optimization 

process. Each particle has 𝑛-dimensional solutions to 

a single problem and a single procedure. 

 Grey wolf optimization 

GWO [23] is an optimization method that mimics the 

hunting behaviour of a grey wolf pack. Processes like 

prey, track, encircle, and attack make up GWO. This 

is the four-tiered structure of the grey wolf's 

hierarchy: alpha 𝛼, beta 𝛽, omega 𝜔, and delta 𝛿. 

When it comes to attacks, the alpha 𝛼 is in charge of 

making decisions, while beta 𝛽 provides support. The 

beta is responsible for carrying out the decisions of 

the alphas at the lower levels of the hierarchy and 

reporting back to the alphas. Other wolves, such as 

sentinels and scouts, fill in for the omega, who serves 

as the scapegoat. alpha and beta, aided by delta 

knowledge, now control omega. 

Four methods of feature selection are outlined in the 

literature, including filter, wrapper, embedding, and 

hybrid. The next section provides a brief summary of 
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the FS approaches. As shown in Fig. 1, there are many various ways to select features. 

 
Fig. 1 shows a separation of feature selection techniques. 

Review of Literature 

Instead of learning features as the model is built, wrapper techniques employ induction algorithms to pick 

suitable feature subsets based on the classifier's accuracy (Kohavi and John 1997). Filtering metrics can be 

employed as a first step, followed by a wrapper or embedded technique, in a hybrid approach. 

Computational and statistical scalability are strong strengths for filtering algorithms (Inza et al. 2007). They 

don't matter what kind of algorithm is utilised to teach them. Filtering results can be used in a variety of mining 

methods. The strategies of filtering, however, are reliant on the unique statistical measurements they use and so 

biassed towards the metric that they utilise. Using them in the learning model does not improve classification 

accuracy since they do not produce improved feature subsets. Furthermore, selecting the correct filtering metric 

is a separate problem. 

Multivariate filtering is a subset of univariate filtering. Additionally, filtering methods can also be categorised 

into feature weighting and feature subset selection approaches, respectively. Relevance information is 

considered in univariate approaches, but feature dependencies are ignored. As a result, multivariate methods are 

slower and less scalable than univariate ones (Canedo et al. 2013) 

Ranking aggregation methods are employed to increase diversity and take advantage of the advantages of 

individual approaches. They also avoid exaggerating the value of their products. Rank aggregation, on the other 

hand, is a separate issue because different filtering metrics may rank the same features differently (Waad et al. 

2014). 

Objectives 

 To investigate a hybrid approach to feature selection 

 To learn about the concept of feature selection. 

 In order to study the many classifications of features, 

Research Methodology 

A research technique is a standardised approach to gathering data, analysing that data, and drawing conclusions 

from the findings of a study. A strategy for conducting a study is known as a research technique. Research can 

be described as the systematic collection and analysis of facts and information for the progress of knowledge in 

any field. The study's objective is to develop intellectual and practical solutions to difficulties via the 

application of systematic methodologies. Based on secondary sources such as books, journals, academic 

articles, government publications and printed and online reference resources, this study is descriptive rather 

than prescriptive in character. 

Result and Discussion 

In terms of computational convenience, filter techniques are more convenient than wrappers since they are not 

tied to the learning machine and are also faster than wrappers. 



International Journal of Trend in Scientific Research and Development (IJTSRD) ISSN: 2456-6470 

112 
IJTSRD | Jan-Feb 2017    
Available Online@www.ijtsrd.com 

 
Figure 2 shows a generic diagram outlining the procedure under consideration. 

The suggested method is a hybrid filter-wrapper method because exhaustive search picks the variables that 

most affect the target on the basis of the classifier performance. 

To select the most relevant characteristics from a huge data set is a major issue in feature selection. Because 

certain features are so closely tied to the topic at hand while others are not, it might be difficult to find 

particular links and come to a decision when dealing with a huge dataset. The selection outcome would be 

affected if all of the features were picked. 

 
Figure 3: Concept of feature selection 

As a result, in order to come up with the most effective solution, only include characteristics that are directly 

relevant to the situation at hand. If any of the elements of the analysis can affect the conclusion, which will lead 

to inaccurate results or take a long time, they should be avoided. Fig. 3 depicts the idea of reducing the number 

of attributes in a big dataset during feature selection. 

The term hybrid refers to the idea of merging weaker methods to create a more effective and efficient model. 

Both feature selection and model training can be carried out simultaneously using the hybrid approaches. 
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Figure 4 shows a feature selection hybrid technique that combines the filter and wrapper methods. 

There are numerous benefits to employing hybrid approaches, including excellent accuracy and performance as 

well as optimal computational complexity and flexible models. Filter and wrapper selection methods can be 

used together in hybrid methods as shown in Fig. 4. 

Conclusion 

A filter-wrapper approach for feature selection is 

shown. The primary idea is to combine different filter 

methods for feature selection and then use an 

exhaustive search to find the optimum combination of 

remaining characteristics in an acceptable amount of 

time. The relevant features are selected using the 

hybrid PSO/GWO feature selection approach, and the 

Parallel MSVM method applies them to the features 

that have been selected. The hybrid feature selection 

technique has the advantages of high search efficiency 

and good convergence. PSO and GWO feature 

selection methods can't compete with the hybrid 

feature selection method. This reveals that the 

suggested hybrid feature selection using the Parallel 

MSVM approach has 99.15% accuracy, whereas the 

existing RF method has 94.1% accuracy, based on this 

data. In the future, deep learning will be used to 

increase the method's performance. 
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