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ABSTRACT 

The extraction of relevant information from data has become the 
most significant activity across all domains as data availability has 
increased. Information extraction becomes more difficult when data 
is accessible in the form of documents written in natural language. 
Named Entity Recognition (NER) is a technique for extracting 
meaningful information from unstructured natural language 
document collections that is widely utilised. NER is one of the 
primary steps in Natural Language Processing (NLP) for text 
analysis, and it is used for both online applications and stand-alone 
systems. This paper covers the fundamentals of NER as well as the 
various NER algorithms. 
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INTRODUCTION  

The process of identifying and classifying all proper 
nouns in a text document or a sentence into specified 
classes such as people, places, organisations, dates, 
addresses, and time expressions is known as named 
entity recognition. The proper names identified in a 
text are referred to as Named Entities. A person's 
name, an organization's name, a location's name, and 
date and time expressions are examples of identified 
text. The essential responsibilities of NLP are to make 
a computer acceptable and to divide these named 
entities into pre-defined groups. Named Entity 
Recognition is the name given to this task. 
Information Extraction is another name for it. 

Entity With a Name One of the most important tasks 
in Natural Language Processing is recognition (NLP). 
For many years, NER has been a hotbed of research. 
A named entity is a word or a phrase that clearly 
identifies a piece of information. One of the most 
important uses of Natural Language Processing is 
automatic data extraction. The majority of 
information extraction technologies take a rigorous 
approach to extracting data. These approaches are 
usually tailored to a certain text or language. Words 
in content are found and arranged into specified  

 
classes using NER frameworks. In many domains, 
data related to NER may be confidential and a 
technique is required to which it will process any kind 
of documents without any kind of pre requisite 
knowledge. One of the major roles of NLP is to 
generate models that will be useful for human to 
machine type communication. 

PERFORMANCE EVALUATION METRICS 

ARE:  
� Precision (P): Precision is the fraction of the 

documents retrieved that are relevant to the user’s 
information need.  

� Precision (P) = correct answers/answers produced 

� Recall (R): Recall is the fraction of the documents 
that are relevant to the query that are successfully 
retrieved. Recall (R) = correct answers/total 
possible correct answers  

� F-Measure: The weighted harmonic mean of 
precision and recall, the traditional F-measure or 
balanced F-score is  
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APPROACHES FOR NAME ENTITY 

RECOGNITION  

There are different approaches to name entity 
recognition. It can be categorized into two broad 
categories:-  
A. Rule based (Linguistic) approaches: - Rule based 

approaches rely on hand-crafted rules, written by 
language experts, to recognize and classify NEs. 
Rule-based approaches may contain Lexicalized 
grammar, Gazetteer lists, List of triggered words 
etc. There are two disadvantages for using this 
approach: first is to developing and maintaining 
rules and dictionaries is a tedious and costly task. 
Second these systems cannot be transferred to 
other languages or domains. 

B. Machine learning (Statistical) approaches:- 
Machine learning approaches rely on statistical 
models to make predictions about name entities in 
given text. Large amounts of annotated training 
data are required for these models to be effective, 
which can prove costly . There are three main 
machine learning approaches:-Supervised, Semi-
supervised, Unsupervised.  

1. Supervised Learning:- Supervised learning 
approaches build predictive models based on the 
labelled data and true labels. Some of the 
supervised machine learning techniques is:  

� Hidden Markov Model (HMM)  
� Decision Trees  
� Maximum Entropy (MaxEnt)  
� Support Vector Machines (SVM)  
� Conditional Random Fields (CRFs) 

2. Unsupervised Learning: Unsupervised learning 
approaches don’t expect any implicit or structural 
information about the data they are processing. 
The typical approach to unsupervised learning is 
clustering. For example, one can try to collect 
names from clustered groups based on the 
similarity of context. There are other methods 
also, which are unattended. Basically, the 
techniques based on lexical resources (e.g. 
WorldNet) calculated on lexical patterns and 
statistics on a large unannotated corpus.  

3. Semi supervised learning: The term semi-
supervision or weak supervision is still relatively 
young. The main SSL technology is called 
bootstrapping and includes a small measure of 
control, like a row of seeds, for the beginning of 
the learning process. In semi-supervised 
approach, a model is trained on an initial set of 
labelled data and true labels, then, predictions are 
made on a separate set of unlabelled data, and 
then improved models are created iteratively 
using predictions of previously developed 

models. For example, a system aimed at "disease 
names" could prompt the user to give a small 
number of example names. 

RELATED WORK  

The Paper titled “Named Entity Recognition for 
Question Answering” [1] proposes a different 
approach where named entity recognition is done is in 
a question answer format. As compared to named 
entity in the traditional way this paper has a better 
way of getting results. The methodology gives a 
better chance to find questions to all answers. The 
future work of this paper includes multiple labels on 
Entity Recognition on higher Question Answering 
systems.  

The paper titled “Named Entity Recognition: 
Exploring Features” [2] focuses on complete features 
in identifying supervised NER, and various 
combinations of features and their result on 
recognizing performance. This paper mainly focuses 
on variety of features, which are mined from a word 
being labelled and analysis is done on the same and 
the effectiveness of a supervised NER system, various 
individual features and combinations on the 
effectiveness of named entity recognition is also 
focused in the paper. The paper aims to extend their 
work on clustering features and their effective 
combinations of Named entity recognition.  

The Paper titled “A Survey of Named Entity 
Recognition and Classification”[3]aims at improving 
the named entity recognition for Indian languages 
using both supervised and non-supervised methods, 
and various statistical measures are used for the study 
of the same and also study of neural network 
approaches for named entity recognition. The paper 
made observations like language factor, domain 
factor; entity factor etc. The paper emphasizes on the 
suitability of neural networks the field of NER.  

The paper titled “Named Entity Recognition for 
Indian Languages:” A Survey [4] deals with how 
languages play a vital role in NER, Language being 
the fundamental goal for communication and helps in 
enabling machine type communication. This paper 
tells about how language plays a vigorous role in 
hearing, talking, speaking etc. The major part of NER 
is to identify and categories different words in a text 
format into its subsequent categories like person 
name, place names, quantities etc. E.g.: Sonia is from 
Gujarat. This can be identified in two ways Sonia is a 
person name and Gujarat a place name .The paper 
came up with 13 noun taggers for entity recognition 
like person names, location names and organization 
names ,also used Hidden markov model in supervised 
learning technique and statistical models with 
generalized learning method in this paper. The major 



International Journal of Trend in Scientific Research and Development @ www.ijtsrd.com eISSN: 2456-6470 

@ IJTSRD   |   Unique Paper ID – IJTSRD47493   |   Volume – 5   |   Issue – 6   |   Sep-Oct 2021 Page 762 

challenge of this paper is that all Indian languages do 
not have capitalized forms of nouns and Indian 
languages are varied when compared to other 
languages. The paper deals with languages such as 
Oriya, Punjabi and related Indian languages. 

The paper titled “Named Entity: History and Future” 
[5] discusses about the history of NER future of the 
same, the problems faced and how these problems 
could be solved. The paper describes how drastic 
changes are taking place in this field, changes from 
tagging of only proper names to tagging a wide 
variety of words and expressions which humans call it 
information. The paper demonstrates results after 
three types of study namely weakly supervised, active 
learning and unsupervised learning. The weakly 
learning focuses on extracting relations of entities 
such as book titles, author names etc, active learning 
have better outcomes that could be achieved by 
annotating each data that has been tagged. 
Unsupervised learning refers to data without label. 
Entity Recognition plays a vital role as a technology 
for applications in the field of natural language 
processing.  

The paper titled “Named Entity Recognition using 
Machine Learning and pattern Selection 
Rules”[6]discusses about significance of machine 
learning in NER. The paper has proposed methods 
and rules namely hybrid method and maximum 
entropy model. The data used are extracted from 
tagged data sets.  

PROPOSED WORK 

With the growing availability of data, extracting 
valuable information from it has become a top 
priority in all fields. Information extraction gets more 
difficult when the data is available as documents 
written in natural language. NER is a technique for 
extracting usable information from unstructured 
natural language document sets that is widely used. 
NER is one of the primary steps in Natural Language 
Processing (NLP) for text analysis and is used for 
both online applications and stand-alone systems. 

RESEARCH OBJECTIVES  

The main goal is to find and classify named items in 
text into specified categories, such as people's names, 
organisations' names, locations, events, time 
expressions, quantities, monetary values, percentages, 
and so on. 
� Detect a named entity 
� Categorize the entity 

So, first, we must define entity categories such as 
Name, Location, Event, Organization, and so on, and 
then feed relevant training data to a NER model. 

We'll finally educate our NER model to detect and 
categorise entities by tagging certain examples of 
words and phrases with their matching entities. 

RESEARCH METHDOLOGY 

 

CONCLUSION  

Anything that has to do with a name is referred to as a 
named entity. A suitable sequence of name 
identification and classification is known as named 
entity recognition. Information Extraction's key 
subtask is NER. Information extraction, question 
answering, machine translation, automatic indexing 
of documents, cross-lingual information retrieval, text 
summarization, and other NER applications can be 
found and observed in a variety of fields of 
knowledge and science. We give an overview of 
various ways for identifying Named Entities (NE) in 
Indian languages in this work. 
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