
International Journal of Trend in Scientific Research and Development (IJTSRD) 

Volume 5 Issue 3, March-April 2021 Available Online: www.ijtsrd.com e-ISSN: 2456 – 6470 

 

@ IJTSRD     |     Unique Paper ID – IJTSRD39976      |     Volume – 5 | Issue – 3     |     March-April 2021 Page 816 

Deep Unified Model for Intrusion Detection 

Based on Convolutional Neural Network 

Dhanu Shree D1, Fouzia Fathima A1, Madhumita B1, Akila G2, Thulasiram S3
 

1UG Student, 2Assistant Professor, 

1,2Department of Electronics and Communication Engineering, 

Meenakshi Sundararajan Engineering College, Chennai, Tamil Nadu, India 
3Hardware Engineer of Missile Ingeniator, Tamil Nadu, India 

 

ABSTRACT 

Indian army has always been subject to military attacks from neighbouring 

countries. Despite many surveillance devices and border security forces, the 

enemy finds a way to infiltrate deep into our borders. This is mainly because 

even now the surveillance in India is largely human-assisted. Therefore this 

automated surveillance can authenticate the authorized persons and alert 

everyone when an enemy intrusion is detected. In this, we proposed an 

automated surveillance system that tackles the predicament of recognition of 

faces subject to different real-time scenarios. This model incorporates a 

camera that captures the input image, an algorithm to detect a face from the 

input image, recognize the face using a convolution neural network along with 

transfer learning method, and verifies the detected person. The authorized 

person’s name and details are stored in CSV format and then into the database. 

In case of any unauthorized person's face is detected the image of the intruder 

along with time is stored in the database and warning signal is also given to 

alert the surrounding members in case of intrusion detection. 
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I. INTRODUCTION 

Indian Border has been facing many attacks from the foes, 

which cause lot of financial as well as mental & physical 

crisis. In the recent years, also numerous attacks have been 

took place in military field. So despite many surveillance 

devices and border security forces, the foes find a way to 

infiltrate deep into our borders. This attacks are mainly due 

to the surveillance in India is human-assisted. With 

consideration of such critical conditions we developed an 

automated surveillance system for military purposes. This 

automated surveillance system is implemented using 

Convolution Neural Network along with transfer learning 

.We can use this kind of technologies in the border area to 

keep tracking if any enemy intrusion enters the border. 

Thus, military attacks can be avoided. This model 

incorporates a camera that captures the input image, an 

algorithm to detect a face from the input image, recognize 

the face using a convolution neural network, and verifies the 

detected person. The face detection in this system is done 

through the Haar cascade classifier. Haar cascades make use 

of the image subtraction morphological process to detect the 

face. In this, the cascades of different images of the same 

person are taken and recorded in the database. The recorded 

images are using to train the CNN model. Here we have 

employed our CNN through transfer learning. The transfer 

learning models consist of several pre-trained models. One  

 

such pre-trained model of VGG 16 is employed here. The 

model learns the facial features of the person images stored  

in the database. This trained and learned model is used in 

the surveillance system. Any other person’s face other than 

the faces in the database are detected and an intrusion alert 

signal is given. In case of authorized person’s face is detected 

the name and details are stored in CSV format and then 

stored into the database. In case of any unauthorized 

person’s face is detected the image of the intruder along with 

time is stored in the database. A warning signal is also given 

to alert the surrounding members in case of intrusion 

detection. 

II. RELATED WORK 

The concept of Face Recognition using Deep learning and 

edge computing technologies, which are used for efficient 

processing of huge amount of data with distinct accuracy 

was proposed by Muhammad Zeeshan, SaadHarous, 

RaziIqbal [1]. They proposed an algorithm for face detection 

and recognition based on convolution neural networks 

(CNN), which outperform the traditional techniques. The 

concept of Face Recognition Based on Convolutional Neural 

Network was proposed by YakupDemir, OzalYıldırım [2]. 

This method is implemented using modified Convolutional 

Neural Network (CNN) architecture by adding two 
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normalization operations to two of the layers. The 

normalization operation which is batch normalization 

provided accelerating the network. The concept of Face 

Detection and Tracking using OpenCV proposed by by 

KrutiGoyal, KartikeyAgarwal, Rishi Kumar [3].In this method 

they have developed a application for tracking and detecting 

faces in videos and in cameras which can be used for 

multipurpose activities. The concept of Eigen-faces for 

recognition was proposed by Mathew Turk and Alex Pent 

land [4]. In this method they developed a near-real time 

computer system that can locate and track a subject’s head, 

and then recognize the person by comparing characteristics 

of the face to those of known individuals. The concept of Face 

recognition using Eigen-face sand artificial neural networks 

was proposed by MayankAgarwal, Nikunj Jain, Mr. Manish 

Kumar and HimanshuAgrawal [5]. This paper presents a 

methodology for face recognition based on information 

theory approach of coding and decoding the face image. 

The work in this paper has two methods.1)Face recognition 

using encoding technique 2)Face recognition using CNN and 

transfer learning method. Face recognition without using 

CNN is done by using encoding method. Here we will find all 

of the faces in the given image and label them and then we 

will compare the input image with the encoded file. The face 

distance is calculated to find the image that matches with the 

input image. The best match is found using the image with 

the smallest face distance. The label of the original image is 

displayed to detect the face of the given input image. Face 

recognition using CNN and transfer learning method is done 

by using the concept of transfer learning and using the pre-

trained weights of VGG16 architecture, we can save both our 

time and resources. 

III. METHODOLOGY 

Face recognition is the problem of identifying or verifying faces in a photograph. 

3.1. Face recognition using encoding technique: 

Face recognition is often described as a process that first involves four steps; they are: face detection, face alignment, feature 

extraction, and finally face recognition. 

 
Figure 1: Face recognition processing flow 

The description of each block is explained below: 

1. Face Detection. Locate one or more faces in the image and mark with a bounding box. 

2. Face Alignment. Normalize the face to be consistent with the database, such as geometry and photometrics. 

3. Feature Extraction. Extract features from the face using Haar feature extraction method, that can be used for the 

recognition task. 

4. Face Recognition. Perform matching of the face against one or more known faces in a prepared database using encoding 

method. 

3.2. Face recognition using CNN: 

Convolutional Neural Networks expect and preserve the spatial relationship between pixels by learning internal feature 

representations using small squares of input data. Feature are learned and used across the whole image, allowing for the 

objects in the images to be shifted or translated in the scene and still detectable by the network. VGG 16: 

VGG 16 was proposed by Karen Simonyan and Andrew Zisserman of the Visual Geometry Group Lab of Oxford University in 

2014 in the paper “Very deep convolutional networks for large-scale image recognition”. This model achieves 92.7% top-5 test 

accuracy on ImageNet dataset which contains 14 million images belonging to 1000 classes. The ImageNet dataset contains 

images of fixed size of 224*224 and have RGB channels. So, we have a tensor of (224, 224, 3) as our input. This model process 

the input image and outputs the a vector of 1000 values. 

 
Figure 2: Architecture of VGG-16 
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Block Diagram: 

 
Figure 3: Block diagram of face recognition using CNN & transfer learning method 

The description of each block is explained below: 

1. Capturing using camera: Camera installed in army camp is used to capture the face of the persons who are present in the 

camp. 

2. Image processing: Facial detection and recognition algorithm is applied on the captured video frames. The detected face is 

cropped and stored for processing. The module recognizes the images of the face which have been registered manually 

with their names in the database. We use Open CV for all the image processing and acquisition operations. 

3. Convolutional layers: Convolutional layers are comprised of filters and feature maps. 

3.1. Filters: The filters are the “neurons” of the layer. The have input weights and output a value. The input size is a fixed 

square called a patch or a receptive field. 

3.2. Feature maps: The feature map is the output of one filter applied to the previous layer. A given filter is drawn across the 

entire previous layer, moved one pixel at a time. Each position results in an activation of the neuron and the output is 

collected in the feature map. 

3.3. Padding: The distance that filter is moved across the the input from the previous layer each activation is referred to as 

the stride. If the size of the previous layer is not cleanly divisible by the size of the filters receptive field and the size of 

the stride then it is possible for the receptive field to attempt to read off the edge of the input feature map. 

3.4. Relu: ReLU stands for rectified linear activation unit and is considered one of the few milestones in the deep learning 

revolution. It is simple yet really better than its predecessor activation functions such as sigmoid or tanh. 

3.5. Pooling layer: The Pooling layer is responsible for reducing the spatial size of the Convolved Feature. This is to decrease 

the computational power required to process the data through dimensionality reduction. Furthermore, it is useful for 

extracting dominant features which are rotational and positional invariant, thus maintaining the process of effectively 

training of the model. 

3.6. Fully connected layers: Fully connected layers are the normal flat feed-forward neural network layer. These layers may 

have a non-linear activation function or a softmax activation in order to output probabilities of class predictions. 

4. Database: The database stored the time and details of the detected person. We have implemented using MySQL database. It 

is an open source relational database. The prediction from the CNN is in the form of CSV which is the converted into a table 

format of rows and columns. If there is an unauthorized person the persons face is cropped and stored with time and a 

warning signal is given. 
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IV. EXPERIMENTAL RESULTS 

The final result of face recognition is shown in figure 4,5,6,7,8,9. figure 4 shows the keys and the values of the encoded image, 

figure 5 shows the accuracy plot we got accuracy percentage of 98.76, figure 6 shows the loss plot we got a loss percentage of 

9.79,figure 7 and 8 represents the face recognition of person, that is If the person is authorized then it will display the face of an 

authorized person under the green colour rectangle, else it will display unknown person in red rectangle, figure 9 shows how 

details are stored in the database. 

4.1. Face recognition using encoding technique: 

Face is recognized using encoding technique. In this technique the image is broken down into pixels of arrays.First the path 

directory of the image is given. Then the function looks through all the faces in the folder and returns the encoded faces. Only 

images stored in file format of .jpg and .png is acceptable. Thus the figure 4 shows the keys and the values of the encoded image. 

 
Figure 4: Encoded values 

4.2. Face recognition using CNN: 

The output from the face recognized using CNN is shown in figure 5,6,7,8,9. 

4.2.1. Accuracy plot: 

On implementing this model we got a accuracy of 98.76% 

 
Figure 5: Accuracy plot 
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4.2.2. Loss plot: 

On implementing this model we got a loss of 9.79% 

 
Figure 6: Loss plot 

4.2.3. Model detection and prediction of a person: 

If the person is authorized then it will display the face of an authorized person under the green colour rectangle, else it will 

display unknown person in red rectangle. 

 
Figure 7 Model prediction of an authorized person 

 
Figure 8 Model prediction of an unauthorized person 
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4.2.4. Database: 

Figure 9 shows how details are stored in the database. 

 
Figure 9 MYSQL database 

V. CONCLUSION 

Thus an efficient automated surveillance system is designed 

and implemented successfully using deep learning with 

Convolution Neural Network. With the help of this 

surveillance system an enemy intrusion can be detected 

easily and thus numerous attacks can be avoided. 
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