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ABSTRACT 

A floating point arithmetic unit designed to perform operations on floating 

point numbers as well as fixed point numbers. Floating point numbers can 

support a much wider range of values in comparison to fixed point 

representation. Floating Point units are mainly used in high speed objects 

recognition system, high performance computer systems, embedded systems 

and mobile applications. To represent very small values or very large values, 

large range is required as the integer representation is no longer appropriate 

to represent these numbers so these values can be represented by using 

floating point representation that is based on the IEEE-754 standard. The 

proposed floating point arithmetic unit is designed using single stage 

implementation. Due to single stage implementation the complex logic 

operations which consist of various multiple numbers of stages are converted 

into single stage implementation. So by using single stage implementation the 

time requires to reach data from input to output becomes less. The proposed 

unit is designed in VHDL, simulated in Questa Sim simulator and implemented 

on vertex-7 FPGA. 
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1. INTRODUCTION 

An arithmetic circuit which performs digital arithmetic 

operations has many applications in digital coprocessors, 

application specific circuits, etc. Because of the 

advancements in the VLSI technology, many complex 

algorithms that appeared impractical to put into practice, 

have become easily realizable today with desired 

performance parameters so that new designs can be 

incorporated. The standardized methods to represent 

floating point numbers have been instituted by the IEEE 754 

standard through which the floating point operations can be 

carried out efficiently with modest storage requirements. 
 

In computers the number will store if it have a finite 

precision. For scientific computation the numbers and 

arithmetic should meet certain few criteria-  

� Efficiency- Every arithmetic should be efficient to carry 

out. 

� Storage- Every number has a storage requirement.  

� Portability- A level of portability should be there. That 

means the results of one computation should match 

with computation on other computers.  
 

1.1. IEEE Single Precision Format: The IEEE single 

precision format consists of 32 bits to represent a 

floating point number, divided into three subfields, as 

illustrated in figure 1.1 
 

Sign Exponent Fraction 

1 bit 8 bits 23 bits 

Figure 1 IEEE single precision floating point format [4] 

 

The first field is the sign bit for the fraction part. The next 

field consists of 8 bits which are used for exponent the third 

field consists of the remaining 23 bits and is used for the 

fractional part. The sign it reflects the sign of the fraction it is 

0 for positive numbers and 1 for negative numbers. 

 

1.2. IEEE Single Precision Format: 

The IEEE double precision format consists of 64 bits to 

represent a floating point number, as illustrated in figure 1.3 
 

S Exponent Fraction 

1 bit 11 bits 52 bits 

Figure 2 IEEE double precision floating-point format 

[4] 
 

The first bit is the sign bit for the fraction part. The next 11 

bits are used for the exponent, and the remaining 52 bits are 

used for the fractional part. As in the single precision format, 

the sign bit is 0 for positive numbers and 1 for negative 

numbers. 

 

1.3. Advantages of floating Point Representation: 

The main advantage of floating point format is that they have 

much wider range of values in comparison to fixed point 

format. Another advantage of floating point number is that 

they are more flexible than fixed point numbers which has a 

limited or no flexibility [5]. Other major advantages are there 

exponentially vastly increased dynamic range available for 

many applications. This large dynamic range is very useful in 

dealing with larger values. The internal representation of 
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data in floating point format is more exact than fixed point 

format [8].  
 

1.4. Applications of floating-point representation 

Scientific and higher engineering applications demand 

exceptionally high floating point performance which in turn 

requires high speed floating point units to reduce executing 

time. Floating Point units are used in high speed objects 

recognition system and also in high performance computer 

systems as well as embedded systems and mobile 

applications [2]. Floating point units are widely used in 

digital applications such as digital signal processing, digital 

image processing and multimedia [5]. In medical image 

recognition, greater accuracy supports the many levels of 

signal input from light, x-rays, ultrasound and other sources 

that must be defined and processed to create output images 

with useful diagnostic information. Wide dynamic range is 

essential to radar, where a system may need to track over a 

range from zero to infinity, and then use only a small subset 

of that range for target acquisition and identification. A wide 

dynamic range can also allow a robot to deal with 

unpredictable conditions, such as an obstruction to its 

normally limited range of motion. By contrast with these 

applications, the enormous communications market is better 

served by floating-point devices [8].  
 

The floating point format is also very useful for audio and 

video applications. Audio needs wider range of values than 

video applications that requirement id fulfilled by floating 

point hardware [6]. Floating point unit performs addition, 

subtraction, multiplication, division, square root etc that are 

widely used in large set of scientific, commerce, financial and 

in signal processing applications [7]. 
  

2. Floating Point Arithmetic Unit 

The block diagram of the proposed floating point arithmetic 

unit is given in figure 3. The unit supports four arithmetic 

operations: Add, Subtract, Multiply and Divide. All the basic 

mathematical arithmetic operations have been carried out in 

four separate modules one for addition, one for subtraction, 

one for multiplication and one for division. 
 

The unit has following inputs: 

1. Two 64-bit input operands 

2. One 3-bit operation code (3 bits, 000 = add, 001 = 

subtract, 010 = multiply, 011 divide)  

3. Rounding mode (2 bits, 00 = nearest, 01 = zero, 10 = 

possitive infinity, 11 = negative infinity) 

4. Reset (Global) 5. Clock (Global) 
 

 
Figure 3: Block Diagram of FPAU 

The unit has following outputs: 

1. 64-bit output  

2. Five Exceptions  

2.1. Inexact   

2.2. Invalid  

2.3. Overflow  

2.4. Underflow   

2.5. Divide-by-zero  

 

In this design the operation to be performed on the 64-bit 

operands by a 3-bit operational code and the same 

operational code selects the output from that particular 

module and connects it to the final output of the unit. 

Particular exception signal will be high whenever that type 

of exception wills occur. In this design the complex logic 

operations segmented and implemented into various 

multiple numbers of stages are converted into single stage 

implementation in simple words we can say that the multiple 

stages are converted into single stage. Once the inputs are 

applied to the input terminals the final output is obtained at 

the output terminals there are no intermediate stages. So 

now the inputs take less time to reach at output terminals 

and due to single stage implementation the number of flip 

flops and other intermediate required circuits are less as a 

result the area require is less in the presented design. 

 

2.1. Fpu_Add - Floating Point Adder- 

Two floating point numbers are added as shown.  

(f1 x 2E1) + (f2 x 2E2) = F x 2E 

 

 
Figure 4: RTL view of double precision floating point 

arithmetic unit 

 

In order to add two fractions, the associated exponents must 

be equal. Thus, if the exponents E1 and E2 are different, we 

must normalize one of the fractions and adjust the exponents 

accordingly. The smaller number is the one that should 

adjusted so that if significant digits are lost, the effect is not 

significant. 

 

The steps required to carry out floating point addition 

are as follows: 

1. Compare exponents. If the exponents are not equal, shift 

the fraction with the smaller exponent right and add 1 to 

its exponent; repeat until the exponents are equal. 
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2. Add the fractions. 

3. If the result is 0, set the exponents to the appropriate 

representation for 0 and exit.  

4. If fraction overflow occurs, shift right and add 1 to the 

exponent to correct the overflow.  

5. If the fraction is un normalized, shift left and subtracts 1 

from the exponent until the fraction is normalized. 

6. Check for exponent overflow. Set overflow indicator, if 

necessary 

7. Round to the appropriate number of bits. 

 

2.2. Fpu_Sub- Floating Point Subtractor 

Two floating point numbers are subtracted as shown. 

(f1 x 2E1 ) - (f2 x 2E2) = F x 2E 
 

In order to subtract two fractions, the associated exponents 

must be equal. Thus, if the exponents E1 and E2 are different, 

we must unnormalize one of the fractions and adjust the 

exponents accordingly. The smaller number is the one that 

should adjusted so that if significant digits are lost, the effect 

is not significant. 

 

The steps required to carry out floating point 

subtraction are as follows: 

1. Compare exponents. If the exponents are not equal, shift 

the fraction with the smaller exponent right and add 1 to 

its exponent; repeat until the exponents are equal.  

2. Subtract the fractions. 

3. If the result is 0, set the exponents to the appropriate 

representation for 0 and exit. 

4. If fraction overflow occurs, shift right and add 1 to the 

exponent to correct the overflow. 

5. If the fraction is un normalized, shift left and subtracts 1 

from the exponent until the fraction is normalized. 

6. Check for exponent overflow. Set overflow indicator, if 

necessary 

7. Round to the appropriate number of bits. Still 

normalized? Go to back to step 4. 

 

2.3. Fpu_Mul- Floating Point Multiplier- 

Two floating point numbers are multiplied as shown.  

(f1 x 2E1) x (f2 x 2E2) = (f1 x f2) x 2(E1+E2) = F x 2E 
 

In this section, the design of multiplier for 64-bit floating 

point numbers is proposed. The fraction part of the product 

is the product of the fractions, and exponent part of the 

product is the sum of the exponents.  

 

The general procedure for performing floating point 

multiplication is the following:  

1. Add the exponents  

2. Multiply the two fractions  

3. If the product is zero, adjust the representation to the 

proper representation for zero. 

A. If the product fraction is too big, normalize by 

shifting it right and incrementing the exponent. 

B. If the product fraction is too small, normalize by 

shifting left and decrementing the exponent . 

4. If an exponent underflow or overflow occurs, generate 

an exception or error indicator. 

5. Round to the appropriate number of bits. If rounding 

resulted in loss of normalization, go to step 3 again.  

 

2.4. Fpu_Div- Floating Point Division 

In this section, divider for floating point numbers is 

designed. It uses 4 bit fractions and 4 bit exponents, with 

negative numbers represented in 2’s complement. Given two 

floating point numbers, the product is  

(f1 x 2E1) / (f2 x 2E2) = (f1 / f2) x 2(E1-E2) = F x 2E 

 

The floating point division is like a basic fixed point binary 

number division algorithm. 

 

The general procedure for performing floating point division 

is the following:  

1. Left shift divisor by the no. of bits and right shift 

dividend by no. of bits. 

2. Compare the divisor with the dividend. 

3. If divisor is greater than dividend set the corresponding 

quotient bit to zero. 

4. If divisor is less than dividend subtract the divisor from 

the dividend and place the result in the divisor place, 

and put one in quotient position. 

5. After each comparison right shift divisor by one 

position. 

6. Repeat the above steps by the number of bits time. 

7. The number in the dividend place gives remainder and 

quotient place gives quotient. 

 

2.5. Fpu_Round-Floating Point Rounding Unit-  

Rounding module is used to modifies a number and fit it in 

the destination’s format. It is performed in the fpu_round 

module. From the core mathematical operations such as 

addition, subtraction, Multiplication and division the signals 

are given to fpu round part of unit. The fpu round perform 

rounding operation and in this unit four rounding modes are 

defined.  

 

The standard defines the following four rounding modes  

 

Round to nearest even: It is a default rounding standard. In 

this standard the value is rounded up or down to the nearest 

infinitely precise result.  

 

Unrounded Rounded 

3.5 4 

3.4 3 

5.6 6 

Table 1 Examples for Round to nearest even 

 

Round-to-Zero: In this rounding mode the excess bits will 

be truncated. e.g. 3.47 will be truncated to 3.5 

 

Round-Up: In this rounding mode the number will be 

rounded up towards positive infinity, e.g. 5.2 will be rounded 

to 6, while -4.2 to -4 

 

Round-Down: In this rounding mode the number will be 

rounded down towards negative infinity. e.g. 5.2 will be 

rounded to 5, while -4.2 to -5 

 

2.6. Fpu_Exception- Floating Point Exception Unit- 

The exceptions are occurring when an operation on any 

particular operands has no outputs suitable for a reasonable 

application. 

 

The five exceptions are:  

Invalid: The results which are not valid for any simple 

application is called invalid exception. For example square 

root of a negative number etc., output of which does not 

exist.  
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Division by zero: This type of exceptions is occurs when 

there is infinite in the result. For e.g., 1/0 or log (0) that 

returns positive or negative infinity. 

 

Overflow: This type of exception occurs when there are very 

large values in the result. These large values cannot be 

represented correctly i.e. which returns ±infinity by default 

Underflow: This type of exception occurs when there are 

very small values in the result i.e. outside the normal range.  

Inexact: This type of exception occurs whenever the result of 

an arithmetic operation is not exact due to the restricted 

exponent or precision range. 

 

3. Results and Discussions: 

The complete code is synthesis using Verilog, Simulate using 

Questa Sim Simulator which is an advance version of model 

sim simulator and implementation is done using Vertex-7 

FPGA. The FPGA that is used for the implementation of the 

design is the Xilinx Vertex-7 (family), XC7VLX30 (Device), 

FF324 (Package) FPGA device. The working 

environment/tool for the design is the Xilinx ISE 12.4.1 is 

used for FPGA design flow of Verilog code.  

 

3.1. Simulation Result of floating point addition 

It is calculated for the two input operands of 64 bits each. 15 

clock cycles are required by floating point unit to complete 

addition process. As frequency is 282MHz so one clock cycle 

completes 3.54ns and 15 clock cycles completes in 3.54ns x 

15 =53.10ns. Therefore the addition process completes in 

53.10ns.  

 

Similarly others operations subtraction, multiplication also 

required 53.10ns 

 

 
Figure 5: Simulation Result of Floating Point Addition 

 

3.2. Synthesis Results of Proposed FPAU: 

The Table below showing the Area & Speed Results for 

floating point arithmetic unit implemented on vertex 7 FPGA 

 

Logic Utilization Used Available 

Number of Slice Registers 4762 437600 

Number of Slice LUTs 6525 437600 

Number of fully used LUT-FF pairs 3013 91200 

Number of bonded IOBs 206 2680 

Number of DSP48A1s 9 1680 

Maximum Frequency 282 MHz 

Delay 53.10ns 

Table 2: Design Summary of floating point arithmetic 

unit for vertex 7 FPGA 

3.3. Timing Result of Proposed Floating Point Unit 

Since addition requires 15 clock cycles and maximum 

frequency 282MHz so one clock cycle completes 3.54ns and 

15 clock cycles completes in 3.54ns x 15 =53.10ns. Therefore 

the addition process completes in 53.10ns. Similarly 

subtraction operation completes in 53.10ns, multiplication 

operation completes in 53.10ns and division operation 

completes in 240.72ns (68 clock cycles) 

 

4. Conclusions and Future Work 

Floating point arithmetic unit has been designed to perform 

four arithmetic operations, addition, subtraction, 

multiplication and division on floating point numbers. The 

unit has been coded in VHDL. Code has been synthesised for 

the Virtex-7 FPGA board using XILINX ISE and has been 

implemented and verified on the software successfully. 

Single stage implementation techniques are utilized in the 

proposed floating point arithmetic unit. Due to single stage 

design implementation the longer combinational path can be 

compensated by shorter path delays in the subsequent logic 

stages and maximum frequency of the design will increased 

to 282 MHz. Iin the proposed floating point unit the complex 

logic operations which consist of various multiple numbers 

of stages are converted into single stage implementation. 

The proposed floating point unit takes 15 clock cycles for 

addition operation, 15 clock cycles for subtraction operation, 

15 clock cycles for multiplication operation and 68 clock 

cycles for division operation. Proposed floating point unit 

consumed 6525 Slice LUT and 9 DSP48A1s.  

 

The designed arithmetic unit operates on 64-bit operands 

and implemented on Virtex-7 FPGA it can also be 

implemented on high performance FPGA like Virtex- 8 FPGA. 

When the floating point unit implements on higher 

performance FPGA like Virtex-8 both the speed and area of 

the design will improve but the system becomes more costly. 

It can also be extended to have more mathematical 

operations like trigonometric, logarithmic and exponential 

functions. When such mathematical units are also 

implemented on the floating point unit it will work for more 

mathematical operations. We do not require other units to 

perform such operations but by implementing such extra 

mathematical units the floating point unit requires more 

area and system becomes more complex. 
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