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ABSTRACT 

This study considered foreign direct investment (FDI) as response variable 

while, gross domestic product (GDP), inflation and exchange rate were the 

predictor variables. The data were obtained from the Central Bank of 

Nigeria Statistical Bulletin spanning from 1970 to 2019. The study aimed at 

comparing heteroscedatic and homoscedastic OLS modes. Our findings 

revealed that the predictor variables in the heteroscedastic OLS model 

were not significant and were able to account for about 44% of the 

variation in the response variable. The diagnosis of the fitted regression 

model using BreuschPagan test showed that the assumption of 

homoscedasticity was violated. To address the problem of 

heteroscedasticity, all the variables were converted to log form to stabilise 

the variance. Our results from the now homoscedstic model revealed that 

all the predictor variables were significant and able to account for about 

82% of the variation in the response variable. Therefore, our study 

established that when the assumption of homoscedasticity is violated, the 

model parameters become inefficient, the standard errors biased; and the t

statistics and the p-values no more valid. On the other hand, this stu

evidently proved that homoscedastic OLS model provide better estimates 

than heteroscedastic OLS model. 
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1. INTRODUCTION 

Conventional regression model seeks to define the 

relationship between the dependent variable and the 

independent variables. This regression model could be 

simple (consisting of one dependent and one independent 

variable) or multiple (consisting of one dependent and 

two or more independent variables) [1]. 

 

However, linear regression models are tied to certain 

assumptions about the distribution of the error terms, 

some of the assumptions include linearity, 

homoscedasticity, normality and no autocorrelation 

between the error terms. Moreover, regression model 

describes the value of the dependent variable as the sum 

of two parts, the explanatory variables and the error term. 

The error term is primarily a disturbance to an already 

stable relationship and is able to capture the remaining 

information in the dependent variable which could not be 

explained by the independent variables.  

 

Relating to the assumption of homoscedasticity, if the 

assumptionis violated, there are serious concerns for the 

OLS estimation. Although the estimators remain unbiased, 

the estimated standard error is wrong. Because of this the 

confidence interval and hypothesis test cannot be relied 

on. The underlying model would be rendered invalid with 

the standard errors of the parameters becoming biased. 

Moreover, if the errors are correlated, the least squares 
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Conventional regression model seeks to define the 

relationship between the dependent variable and the 

bles. This regression model could be 

simple (consisting of one dependent and one independent 

variable) or multiple (consisting of one dependent and 

However, linear regression models are tied to certain 

bout the distribution of the error terms, 

some of the assumptions include linearity, 

homoscedasticity, normality and no autocorrelation 

between the error terms. Moreover, regression model 

describes the value of the dependent variable as the sum 

s, the explanatory variables and the error term. 

The error term is primarily a disturbance to an already 

stable relationship and is able to capture the remaining 

information in the dependent variable which could not be 

Relating to the assumption of homoscedasticity, if the 

assumptionis violated, there are serious concerns for the 

OLS estimation. Although the estimators remain unbiased, 

the estimated standard error is wrong. Because of this the 

d hypothesis test cannot be relied 

on. The underlying model would be rendered invalid with 

the standard errors of the parameters becoming biased. 

Moreover, if the errors are correlated, the least squares  

 

estimators are inefficient and the estimated varia

not appropriate [2-6]. 

 

By definition heteroscedasticity is a result of a data 

generating process that draws disturbances, for each value 

of the independent variable, from distributions that have 

different variances. It also implies that dispersio

dependent variable around the regression line is not 

constant. Heteroscedasticity usually arises in cross 

sectional data where the scale of the dependent variable 

tends to vary across observations, and in highly volatile 

time series data. It is less common in other time series 

data where values of explanatory and dependent variables 

are of similar order of magnitude at all points of time. 

Thus, when applying regression models in the presence of 

heteroscedasticity, the ordinary least squares estimat

method ceases to provide efficient estimators and 

appropriate variances. In an attempt to tackle 

heteroscedasticity, the study seek to profile and manage 

heteroscedasticity from OLS model and come up with 

more reliable OLS model devoid of heteroscedast

 

Various methods were proposed in the literature to detect 

the presence of heteroscedasticity. Among the formal tests 

are: white test [7], Breusch

Goldfeld- Quandt Test. [10] and Koenker

[11]. 
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estimators are inefficient and the estimated variances are 

By definition heteroscedasticity is a result of a data 

generating process that draws disturbances, for each value 

of the independent variable, from distributions that have 

different variances. It also implies that dispersion of the 

dependent variable around the regression line is not 

Heteroscedasticity usually arises in cross 

sectional data where the scale of the dependent variable 

tends to vary across observations, and in highly volatile 

ss common in other time series 

data where values of explanatory and dependent variables 

are of similar order of magnitude at all points of time. 

Thus, when applying regression models in the presence of 

heteroscedasticity, the ordinary least squares estimation 

method ceases to provide efficient estimators and 

In an attempt to tackle 

heteroscedasticity, the study seek to profile and manage 

heteroscedasticity from OLS model and come up with 

more reliable OLS model devoid of heteroscedasticity. 

Various methods were proposed in the literature to detect 

the presence of heteroscedasticity. Among the formal tests 

are: white test [7], Breusch-Pagan [8], Glejser test [9], 

Quandt Test. [10] and Koenker-Bassett (KB) test 
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Researchers have continued to admirably investigate and 

compared different tests of heteroscedasticity. According 

to [12] white test has low power for small sample. A 

comparison between Szroeter’s asymptotic test and 

Goldfeld-Quandt (GQ) test. (Goldfeld and Quandt, 1980), 

Breusch-Pagan test (Breusch and Pagan, 1979) and 

BAMSET (Ramsey, 1969) was conducted by [14]. Goldfeld-

Quandt test being the most popular and performed 

satisfactorily. Breusch-Pagan (BPG) test is also popular 

and powerful. The BAMSET is less sensitive. For the 

purpose of this paper we shall apply Breausch Godfrey test 

in detecting heteroscedastricity because of its popularity.  

 

The remaining part of this work is organized as follows; 

materials and methods are presented in section 2, section 

3 takes care of results and the discussion while conclusion 

of the study is handled in section 4. 

 

2. Materials and Method 

2.1. Method of Ordinary Least Squares Linear 

Regression 

The least squares estimation procedure uses the criterion 

that the solution must give the smallest possible sum of 

squared deviations of the observed ��from the estimates of 

their true means provided by the solution. Let ���and ���be 

numerical estimates of the parameters ��and �� 

respectively, and  

��� =	��� +	������ .     (1) 

 

Be the estimated mean of ��  for each ��  t = 1, …, n. 

 

The least squares principle chooses ��� and ���  that 

minimize the sum of squares of residuals, (SSE) 

��� = 	∑ (�� − ���)��
��� =	∑ ��

��
���   (2) 

 

Where,�� = (�� − ���) is the observe residuals for the ith 

observation 

 

Also we can express �� in terms of �� , �� , ��and ��. Hence, 

we have 

�� 	= �� −	�� − ����    (3) 

 

 

 

Equation (3) becomes 

��� = 	∑ (�� − �� − ����)��
���   (4) 

 

The partial derivative of SSE with respect to the regression 

constant ���, th 
����
���

= �
���

	[∑ (�� − �� − ����)��	
���	 ] (5) 

 

With some subsequent rearrangement, the estimate of ��� 

is obtained as 

��� = !∑ "#$
#%&
� ' − ��[∑ (#$

#%&
� ]   (6) 

 

The partial derivative of SSE with respect to the regression 

coefficient ��. That is 
����
��&

= �
��&

	[∑ (�� − �� − ����)��	
���	 ] (7) 

 

Rearranging equation (7), we obtained the estimate of ��. 

��� = ∑ "#(#)
∑ *# ∑ +#$#%&$#%&

$
$
#%&

∑ (#,
$
#%& )(∑ +#$#%& ),

$
   (8) 

 

 

2.2. Breusch Pagan Test 

To illustrate this test, consider the P- variable linear 

regression model 

-� = �� + ����� … �/�/� + ��  (9) 

 

Assume that the error variance 01
� described as 

01
� = 2(3� + 3�4�� + ⋯+ 36-6�)   (10) 

 

That is 01
� is some function of the non-stochastic variables 

y’s (it is assumed that the predictor variable is stochastic 

in nature and the regressor variables are non-stochastic in 

nature); some or all of the X’s can serve as y’s [14] 

 

Specifically assume that  

01
� = 2(3� + 3�4�� + ⋯+ 36-6�), that is 01

� is a linear 

function of z’s. If 

 

3� = 37 = ⋯ = 36 = 0, 01
� =	3�,	then the variance is 

constant. Therefore, to test whether 01
� is homoscedastic, 

one can test the hypothesis that 3� = 37 = ⋯ = 36 = 0. 

This is the basics of Breusch Pagan test. 

3. Results and discussion 

This paper uses a data set on foreign direct investment (FDI) as response variable while gross domestic product (GDP), 

exchange rate and inflation as predictor variables spanning from 1970 to 2019. The data was obtained from CBN statistical 

bulletin. 

 

Since the aim of our study is to compare heteroscedastic and homoscedastic OLS models, we begin by modelling the 

relationship between the response and predictor variables via linear regression. The fitted regression model is shown in 

equation 11while the estimates of the model are shown in table I below. 

 

9:; = 9.97 × 10@ + 1.34 × 10)CD:E − 3539539;G9HIJ;KG + 13907293�� (11) 

 

Table 1: Estimates of OLS Model 

Variable Coefficient Std. Error t-Statistic Prob. 

GDP 1.34E+05 1.96E+05 0.682763 0.4983 

INFLATION -3539539. 17980202 -0.196858 0.8448 

EX 13907293 8182957. 1.699544 0.0961 

C 9.97E+08 5.30E+08 1.878977 0.0667 

R-squared 0.444524  

 

From the estimates of the linear regression model in table 1 we observed that all the predictor variables are not significant 

since the p-values corresponding to GDP (0.4983), inflation (0.8448) and ex (0.0961) are more than 5% significance level 
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and were able to only explain about 44% (M� = 0.444524) of the variation in FDI. A smallvalue of M�(0.444524) is a good 

suggestion that the model does not fits the data very well. However, it is not the only measure of a good model when the 

model is to be used to make inferences [3]. Linear regression models are tied to certain assumptions about the distribution 

of the error terms. If these are seriously violated, then the model is not useful for making inferences. Therefore, it is 

importantto consider the appropriateness of the model for the data before further analysis based on that model is 

undertaken. To diagnosed the fitted model for heteroscedasticity, we apply the Breausch Pagan test, the result is shown in 

table 2  

 

Table 2: Breusch-PaganHeteroskedasticity Test 

F-statistic 8.056068 Prob. F(3,45) 0.0002 

Obs*R-squared 17.12119 Prob. Chi-Square(3) 0.0007 

Scaled explained SS 29.98588 Prob. Chi-Square(3) 0.0000 

 

From the result in table 2, it is apparent that heteroscedasticity exist in the model since the p-value (0.0007) is less than 

5% level of significance. To address this problem, we convert the variables to log form to stabilise the variance and run the 

regression model again. The result is shown in table 3. 

 

Table 3: Estimates of OLS in Log Form 

Variable Coefficient Std. Error t-Statistic Prob. 

LOG(GDP) 0.289110 0.094049 3.074033 0.0036 

LOG(INFLATION) 0.025728 0.107760 0.238753 0.0018 

LOG(EX) 0.071811 0.122708 0.585219 0.0001 

C 12.50668 2.385016 5.243856 0.0000 

R-squared 0.823952  

 

From table 3 all the predictor variables are significance since their corresponding p-values are less than 5% level of 

significance level and jointly explain about 82% of the variation of the response variable. A large value of M�(0.823952) is a 

good indication of how well the model fits the data. However, it is not the only the yardstick for measuringa good model 

when the model is to be used to make conclusions [15]. Linear regression models are tied to certain assumptions about the 

distribution of the error terms. For instance if the assumption of homoscedasticity which is our interest in this paper is 

violated, we have the problem of heteroscedasticity. Some of the consequences of heteroscedasticity are that, the ordinary 

least squares estimates will be inefficient i.e. they will no longer have the minimum variance in a class of unbiased 

estimators and hence are not BLUE, the conventional estimator of the variance of the error term is biased, the 

conventional formula for the OLS estimators of the variance of regression coefficients is wrong, the OLS estimator of the 

variances and covariances of the regression coefficients are biased, the conventionally constructed confidence intervals 

can no longer be valid, the t and F statistics based on the OLS regression do not follow the t and F distribution respectively 

and hence standard hypotheses tests are invalid. Therefore, to test for heteroscedasticicity, we again apply Breusch-Pagan 

test shown in table 4. Observing results from table 4, the p-value (0.7415) is more than 5% level of significance which 

indicates that the model is homoscedastic. 

 

Table 4: Breusch-PaganHeteroskedasticity Test 

F-statistic 0.680278 Prob. F(3,45) 0.5687 

Obs*R-squared 2.125832 Prob. Chi-Square(3) 0.5467 

Scaled explained SS 1.248181 Prob. Chi-Square(3) 0.7415 

Comparing the estimates of the heteroscedastic model with the estimates of the homoscedastic model. 

 

Table 5: heteroscedatic OLS model versus Homoscedastic OLS model 

Model Heteroscedastic model Homoscedastic model 

 OP OQ OR OS OP OQ OR OS 

Parameter 9.9× 10@ 1.34× 10�C -3539539 13907293 0.289110 0.025728 0.025728 0.071811 

Std error 5.3× 10@ 1.96× 10C 17980202 8182957 0.094049 0.094049 0.107760 0.122708 

t-value 1.878977 0.682763 -0.196858 5.3× 10C 3.07403 3.074033 0.235753 0.585219 

p-value 0.0667 0.4983 0.8448 0.0961 0.0000 0.0036 0.0018 0.0001 

 

From Table 5, the core difference is the coefficients, standard errors and the p-values when calculations based on the 

estimated variance of the coefficient probability distribution, that is, the coefficient of standard error, t-statistic and 

probability value (p-value). The standard errors are smaller when accounting for heteroscedasticity; that is to say, in 

homoscedastic regression model, the standard error, t-statistic and p-value are significantly different from those of the 

heteroscedastic regression model. The implication is that homoscedastic regression model gives better estimates than the 

heteroscedastic regression model. 
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4. Conclusion 

The study modelled the effect of violating the assumption 

of constant variance or homoscedasticity in a linear 

regression model. First of all, the relationship between the 

response variable, FDI , and the predictor variables, GDP, 

inflation and exchange rate , was determined using the 

ordinary least squares estimation method. The results of 

the ordinary least squares estimated regression revealed 

that GDP, inflation and exchange ratewere not able 

contributed significantly to FDI and were able to explain 

about 44.45% of the variance in FDI. Furthermore, 

evidence from Breusch -Pagan test, revealed that 

heteroscedasticity exist in the model. To address the effect 

of heteroscedasticity on the model, the variables were 

converted to log form to stabilise variance and a 

regression model was run again. The results of our 

analysis revealed that the predictor variables (GDP, 

inflation and exchange rate) became significant to the 

response variable (FDI) and were able to explain about 

82% of the variation in the response variable (FDI). 

Therefore, our study established that when the 

assumption of homoscedasticity is violated, the model 

parameters become inefficient, the standard errors biased; 

and the t-statistics and the p-values no more valid. On the 

other hand, this study obviously proved that 

homoscedastic OLS models provide better estimates than 

heteroscedastic OLS models.  
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