
International Journal of Trend in Scientific Research and Development (IJTSRD)  

Volume 4 Issue 5, July-August 2020 Available Online: www.ijtsrd.com e-ISSN: 2456 – 6470 
 

@ IJTSRD     |     Unique Paper ID – IJTSRD32912      |     Volume – 4 | Issue – 5     |     July-August 2020 Page 651 

Satellite and Land Cover Image 
Classification using Deep Learning 

Roshni Rajendran1, Liji Samuel2 

1M Tech Student, 2Assistant Professor, 
1,2Department of Computer Science and Engineering, 

1,2Sree Buddha College of Engineering, Padanilam, Kerala, India 

 

ABSTRACT 
Satellite imagery is very significant for many applications including disaster 
response, law enforcement and environmental monitoring. These applications 
require the manual identification of objects and facilities in the imagery. 
Because the geographic area to be covered are great and the analysts available 
to conduct the searches are few, automation is required. The traditional object 
detection and classification algorithms are too inaccurate, takes a lot of time 
and unreliable to solve the problem. Deep learning is a family of machine 
learning algorithms that can be used for the automation of such tasks. It has 
achieved success in image classification by using convolutional neural 
networks. The problem of object and facility classification in satellite imagery 
is considered. The system is developed by using various facilities like Tensor 
Flow, XAMPP, FLASK and other various deep learning libraries. 
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INTRODUCTION 
Deep learning is a class of machine learning models that 
represent data at different levels of abstraction by means of 
multiple processing layers. It has achieved astonishing 
success in object detection and classification by combining 
large neural network models, called CNN with powerful GPU. 
A CNN is a deep learning algorithm which can take in an input 
image, assign importance (learnable weights and biases) to 
various aspects/objects in the image and be able to 
differentiate one from the other. The pre-processing required 
in a CNN is much lower as compared to other classification 
algorithms. While in primitive methods filters are hand-
engineered, with enough training, CNN have the ability to 
learn these filters/characteristics. 
 

The architecture of a CNN is analogous to that of the 
connectivity pattern of Neurons in the Human Brain and was 
inspired by the organization of the Visual Cortex. Individual 
neurons respond to stimuli only in a restricted region of the 
visual field known as the Receptive Field. A collection of such 
fields overlaps to cover the entire visual area. 
 

CNN-based algorithms have dominated the annual Image Net 
Large Scale Visual Recognition Challenge for detecting and 
classifying objects in photographs. This success has caused a 
revolution in image understanding, and the major 
technology companies, including Google, Microsoft and 
Facebook, have already deployed CNN-based products and 
services. 

 
A CNN consists of a series of processing layers as shown in 
Fig. 1. Each layer is a family of convolution filters that detect 
image features. Near the end of the series, the CNN combines 
the detector outputs in fully connected “dense” layers, finally 
producing a set of predicted probabilities, one for each class. 
The objective of the convolution operation is to extract the 
high-level features such as edges, from the input image. CNN 
need not be limited to only one Convolutional Layer. 
Conventionally, the first CNN is responsible for capturing the 
Low-Level features such as edges, color, gradient orientation, 
etc [3]. With added layers, the architecture adapts to the 
High-Level features as well, giving us a network, which has 
the wholesome understanding of images in the dataset, 
similar to how we would. Unlike older methods like SIFT and 
HOG, CNNs do not require the algorithm designer to 
engineer feature detectors. The network itself learns which 
features to detect, and how to detect them, as it trains. 
 

 
Figure 1 System model 
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Such large CNNs require computational power, which is 
provided by advanced GPUs. Open source deep learning 
software libraries such as Tensor Flow and Keras, along with 
fast GPUs, have helped fuel continuing advances in deep 
learning. 
 
RELATED WORK 
Liang Zhang et al. [4] says that in the field of aerospace 
measurement and control field, optical equipment generates 
a large amount of data as image. Thus, it has great research 
value for how to process a huge number of image data 
quickly and effectively. With the development of deep 
learning, great progress has been made in the task of image 
classification. The task images are generated by optical 
measurement equipment are classified using the deep 
learning method. Firstly, based on residual network, a 
general deep learning image classification framework, a 
binary image classification network namely rocket image 
and other image is built. Secondly, on the basis of the binary 
cross entropy loss function, the modified loss function is 
used to achieves a better generalization effect on those 
images difficult to classify. Then, the visible image data 
downloaded from optical equipment is randomly divided 
into training set, validation set and test set. The data 
augmentation method is used to train the binary 
classification model on a relatively small training set. The 
optimal model weight is selected according to the loss value 
on the validation set. This method has certain value for 
exploring the application of deep learning method in the 
intelligent and rapid processing of optical equipment task 
image in aerospace measurement and control field. 
 
T. Postadjiana et al. [5] proposes that supervised 
classification is the basic task for landcover map generation. 
From semantic segmentation to speech recognition deep 
neural networks has outperformed the state-of-the-art 
classifiers in many machine learning challenges. Such 
strategies are now commonly employed in the literature for 
the purpose of land-cover mapping. The system develops the 
strategy for the use of deep networks to label very high-
resolution satellite images, with the perspective of mapping 
regions at country scale. Therefore, a super pixel-based 
method is introduced in order to (i) ensure correct 
delineation of objects and (ii) perform the classification in a 
dense way but with decent computing times. 
 
Chaomin Shen et al. [6] discuss that the percentage of cloud 
cover is one of the key indices for satellite imagery analysis. 
To date, cloud cover assessment has performed manually in 
most ground stations. To facilitate the process, a deep 
learning approach for cloud cover assessment in quick look 
satellite images is proposed. Same as the manual operation, 
given a quick look image, the algorithm returns 8 labels 
ranging from A to E and *, indicating the cloud percentages 
in different areas of the image. This is achieved by 
constructing 8 improved VGG-16 models, where parameters 
such as the loss function, learning rate and dropout are 
tailored for better performance. The procedure of manual 
assessment can be summarized as follows. First, determine 
whether there is cloud cover in the scene by visual 
inspection. Some prior knowledge, e.g., shape, color and 
shadow, may be used. Second, estimate the percentage of 
cloud presence. Although in reality, the labels are often 
determined as follows. If there is no cloud, then A; If a very 
small amount of clouds exist, then B; C and D are given to 

escalating levels of clouds; and E is given when the whole 
part is almost covered by clouds. There is also a label * for 
no-data. This mostly happens when the sensor switches, 
causing no data for several seconds. The disadvantages of 
manual assessment are obvious. First of all, it is tedious 
work. Second, results may be inaccurate due to subjective 
judgement. 
 
Qingshan Liu et al. [7] discuss about a multiscale deep 
feature learning method for high-resolution satellite image 
scene classification. However, satellite images with high 
spatial resolution pose many challenging issues in image 
classification. First, the enhanced resolution brings more 
details; thus, simple lowlevel features (e.g., intensity and 
textures) widely used in the case of low-resolution images 
are insufficient in capturing efficiently discriminative 
information. Second, objects in the same type of scene might 
have different scales and orientations. Besides, high 
resolution satellite images often consist of many different 
semantic classes, which makes further classification more 
difficult. Taking the commercial scene comprises roads, 
buildings, trees, parking lots, and so on. Thus, developing 
effective feature representations is critical for solving these 
issues. 
 
METHODOLOGY 
The proposed system is a deep learning system that 
classifies objects and facilities in high-resolution multi-
spectral satellite imagery.  

 

 
Figure 2 System Architecture 

 
The system consists of an ensemble of CNNs with post-
processing neural networks that combine the predictions 
from the CNNs with satellite metadata. Combined with a 
detection component, the system could search large amounts 
of satellite imagery for objects or facilities of interest. 
 
The proposed system mainly consists of four modules: 
 Image Preparation 
 CNN 
 Training 
 Classification 
 
A. Image Preparation 
The first step that has to be performed is image preparation. 
This is a most important step because any small changes 
from this step can cause a vital change to overall output. 
Initially, images in the dataset may contain different sizes 
and resolution. Therefore, images had to be resized before 
training [2]. Because every image has to be considered 
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within a common frame. And also, for the easiness of 
processing the images in the dataset it must have same range 
of resolution. Then only the training phase will become 
accurate. For that a bounding box is required. These images 
in the dataset have to be preprocessed for extracting the 
features from it. Each and every image is considered using 
this bounding box, so the feature extraction from these 
images will become more precise. 
 
Each image will consider using a bounding box then it 
squares the bounding box to preserve the aspect ratio of the 
image features by expanding the smaller dimension to match 
the larger dimension. The part lies outer to the bounding box 
will get cropped. Such image resizing occurs. And it has to be 
also noted that every image that has been given for training 
must be of same range of resolution. After these steps a 
square image will get. Feature extraction using CNN will 
happens with this square image. The image will get looped 
using CNN and other part of the image will also considered 
as a loop.  
 

 
Figure 3 Image preparation 

 
B. CNN 
After image preparation, the resized images enter the CNN. 
CNN is mainly used for enabling looping structure to the 
image. For providing proper looping and feature extractions 
bottleneck layers are implemented. A bottleneck layer is 
a layer that contains few nodes compared to the 
previous layers. It can be used to obtain a representation of 
the input with reduced dimensionality. 
 
So, the image can be process up to several levels, which 
increases its accuracy. It is the last pre-processing phase 
before the actual training with data recognitions start. It is a 
phase where a data structure is formed from each training 
image that the final phase of training can take place and 
distinguish the image from every other image used in 
training material. The bottleneck layer will freeze each 
image and allows to extract the features. The difference 
between each image is stored as a text file. Based on this text 
file an inference graph is generated. 
 
C. Training 
Usually, machine learning models require a lot of data sets in 
order for them to perform well. When training a machine 
learning model, one needs to collect a large, representative 
sample of data for the training set. Data from the training set 
can be as varied as a collection of images that is collected 
from various individual services. Here the data set contains 
images only. Here also the 70% of dataset is performed as 
training data and remaining is considered as testing data.  
 
The Tensor Flow in deep learning has the ability to 
generating definition graph. At first a default inception 
model is generated. It will have .pb file extension. Then it is 
customized for the further usage. To access the path of the 
default inception model, “os. path” command is used. Using 
this command, the parameters such as label, index, directory 
and category of the image can be retrieved. Now the images 
will get passed through the bottleneck layers. Here each 
image is got freezed and processed. The features are get 

stored in this inception model. Each folders and subfolders 
of the images will be considered as a tree like structure and 
every folder will get processed. The inception model will also 
store the image features as like the same structure of folders 
and subfolders which the original dataset is present. This 
inception model is considered for later classification. For 
feature extraction batch conversion is done here. So, for this 
a write mode permission has to be enabled in Linux. 
 
Testing data is also randomly chosen from the training data. 
An accuracy value is also shown as final test accuracy. The 
accuracy value is obtained from entropy. It is common thing 
in machine learning to split the data into a training set and a 
validation set. The purpose is to provide data to train the 
model to reserve a subset to ensure that they do not over-fit 
to the training data.  
 
D. Classification 
For classification purpose random forest algorithm is used. 
RF is a supervised learning algorithm. This algorithm is very 
flexible and easy to use. A forest is comprised of trees. It is 
said that the more trees it has, the more robust a forest is. 
Random forests create decision trees on randomly selected 
data samples, gets prediction from each tree and selects the 
best solution by means of voting. 
 
Random forest has a variety of applications, such as 
recommendation engines, image classification and feature 
selection. It technically is an ensemble method (based on the 
divide-and-conquer approach) of decision trees generated 
on a randomly split dataset. This collection of decision tree 
classifiers is also known as the forest. The individual 
decision trees are generated using an attribute selection 
indicator such as information gain, gain ratio, and Gini index 
for each attribute. Each tree depends on an independent 
random sample. In a classification problem, each tree votes 
and the most popular class is chosen as the final result. It is 
simpler and more powerful compared to the other non-
linear classification algorithms. It works in four steps: 
1. Select random samples from a given dataset. 
2. Construct a decision tree for each sample and get a 

prediction result from each decision tree. 
3. Perform a vote for each predicted result. 
4. Select the prediction result with the most votes as the 

final prediction. 
 

 
Figure 4 Working of Random Forest Algorithm 

 
Random forest algorithm is considered as a highly accurate 
and robust method because of the number of decision trees 
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participating in the process. It does not suffer from the over 
fitting problem. The main reason is that it takes the average 
of all the predictions, which cancels out the biases. Random 
forests can also handle missing values. There are two ways 
to handle these: using median values to replace continuous 
variables, and computing the proximity-weighted average of 
missing values [15]. The relative feature importance will also 
get, which helps in selecting the most contributing features 
for the classifier.  
 
The inception model will contain the features of the image. 
When an input image is got, the features of this input image 
is also got extracted. These features are got matched with the 
features of images that has been stored as the dataset. For 
that image which have the higher probability value with this 
input image, then the corresponding label of the image or 
root_node_label from the inception model will be returned. 
There will be a single phase that allows interface with the 
user. That is the area to login and provide an input image to 
check. From there itself the information regarding the image 
will be provided. The login is usually provided to admin. 
Because this system doesn’t require many users. But if any 
application wants then there is no problem for providing it. 
The accuracy of the system is more depend upon the training 
dataset. As much as the dataset is accurate then the output 
will also show that property. So, the training dataset must 
contain clear and also a large number of images in a folder 
itself. Because in deep learning as the number of accurate 
images in a class increases the accuracy of the output also 
increases. 
 
Experimental Results 
This section discusses the experimental results of the 
proposed system. The system that uses the Linux operating 
system and visual studio as platform. The proposed system 
uses aerial images for results assessment.  

 

 
Figure 5 Image classified with high accuracy 

 

 
Figure 6 Image classified with low accuracy 

 
This system uses Tensor Flow for training the dataset. After 
the training, the results will be stored as inception model 
that is pb file. The user is able to upload an aerial image for 
identifying the content of the image. The web page which 
acts as user interface is written using php and also to enable 
it in python XAMPP is used. From there the image that the 
user uploaded, the pb file and the label file which contains 
the category of images from dataset is loaded to the memory 
of Tensor Flow. Actually, the path of the uploaded image will 
be loaded to Tensor Flow. The algorithm is applied in this 
phase. The classification is done using RF algorithm. The 
algorithm is implemented using scikit learn. 

In RF algorithm, multiple trees are constructed. The number 
of trees constructed will be depend upon the number of 
categories in the trained dataset. The most probable value 
will present at the root node of each category. So, each tree is 
considered to find the most probable one. For that each 
probability value is considered. For each tree, the labels are 
also numbered from label 0 to n. The values of each root 
nodes will be sent to an array ordered from 0 to n (as same 
as the labels numbered). Then this array is subjected for 
sorting. After sorting the highest element from the array can 
be taken. This will be matched to the category, where the 
label itself of the category is the result. Also, the correctness 
of the output also has to be displayed to user. Because the 
applications of the proposed system have a major 
importance in the accuracy of the result. So, the probability 
value is used to display as percentage to the user as accuracy 
of the result. The output must have to be passed to the web 
page. Because the output has to be displayed to the user. For 
that a framework of python called FLASK is used. It is used 
for the construction and maintenance of web applications in 
python. 
 
Conclusion 
The proposed method shows a deep learning system that 
classifies objects and facilities in high resolution multi-
spectral satellite imagery. The system consists of an 
ensemble of CNNs with deep learning libraries that combine 
the predictions from the RF algorithm with satellite 
metadata. Combined with a detection component, the system 
could search large amounts of satellite imagery for objects or 
facilities of interest. In this way it could solve the problems 
in various fields.  
 
By proper monitoring of satellite imagery, it could help law 
enforcement officers to detect unlicensed mining operations 
or illegal fishing vessels, assist natural disaster response 
teams with the proper mapping of mud slides and enable 
investors to monitor crop growth or oil well development 
more effectively. 
 
Future work 
This proposed work uses images that have been already 
taken by any satellite. So, the images may be taken before a 
long time can challenge the security. For that to enable 
accuracy and security live streaming from satellite can be 
enabled by using high quality cameras. The proposed work is 
based on images, but it can also extend for videos taken by 
satellite by using efficient streaming equipment. 
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