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ABSTRACT 
In Matrix-multiplication we refer to a concept that is used in technology 
applications such as digital image processing, digital signal processing and 
graph problem solving. Multiplication of huge matrices requires a lot of 
computing time as its complexity is O (n3). Because most engineering science 
applications require higher computational throughput with minimum time, 
many sequential and analogue algorithms are developed. In this paper, 
methods of matrix multiplication are elect, implemented, and analyzed. A 
performance analysis is evaluated, and some recommendations are given 
when using open MP and MPI methods of parallel of latitude computing. 
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1. INTRODUCTION
Since the origin of parallel equipment and programming 
advances exploiter s are looked with the chaluminum lenge 
to pick an arrangement ming worldview most appropriate 
for the hidden PC design. With the current trgoal in line of 
scope of scope PC engineering towards group s of shared PC 
memory symmetric multi-proocessor (SMP) parallel 
programming systems have developed to help 
correspondence past a pro dimension. Simple programming 
inside one SMP hub can exploit the universally shared 
location space. Compiler for shared memory design more 
often than not bolster multi-strung execution of instrument 
of a program. Circle level parallelism can be abused by 
utilizing aggregating program order, for example, those 
characterized in the OpenMP standard (Dongarra et al, 1994; 
Alpatov et al, 1997). OpenMP gives a groin - and-join 
execution display in which a program Begin execution as a 
solitary string. This string executes successively until a 
parallelization mandate for a parallel district is discovered 
(Alpatov et al, 1997; Anderson et al, 1987). At this meter , the 
string makes a group of screw string and turns into the ace 
string of the new group (Chtchelkanova et al, 1995; Barnett 
et al, 1994; Choi et al, 1992). All strings execute the 
announcements until the remainder of the parallel district. 
Work - sharing mandates are given to isolate the execution 
of the encased code area among the strings. All strings need 
to synchronize toward the finish of parallel origination . The 
upside of OpenMP (vane ref.) is that a current code can be 
effortlessly parallelized by putting OpenMP mandates 

around sentence devouring circles which don't contain 
information conditions, leaving the source code unaltered. 
The disservice is that it is difficult for the client to enhance 
work process and memory get to. On a SMP bunch the topic 
passing programming worldview can be utilized inside and 
over a few hubs. MPI is a broadly acknowledged standard for 
message passing projects. 
 

The key advantage of the MPI display is its entire authority 
over conveyance of information and simple synchronization, 
along these lines permitting real streamlining of information 
and relating work process.  
 

The real misfortune is its successive applications that 
particularly needs an extensive and constrained measure of 
situating for precise parallelization particularly if its MPI-
based. 
 

1.1. Matrix-multiplication in serial (sequence) 
It involves (2) two matrices A and B where number of 
columns of A and rows of B are same. If computed in 
sequential, it takes a time Say; O(n3) and applying the 
algorithm:  

for i=1 to n 
for j=1 to n 

c(i,j)=0 
for k=1 to n 

c(i,j)=c(i,j)+a(i,k)*b(k,j) 
end 
end 
end 
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1.2. Matrix Multiplication in Parallel (OpenMp) 
The Master node thread uses the outer loop between the 
slave nodes , thus each of these threads implements the 
matrix multiplication using a part of rows from the first 
matrix, when the threads multiplication are done the 
superior thread joins the sum result of the multiplied matrix.  
 
1.3. Using MPI  
The methodology of actualizing the consecutive calculation 
in parallel utilizing MPI can be isolated into the 
accompanying:  
 Split the main ground substance push savvy to part to 

the distinctive C.P.U. s, this is performed by the school 
overlord processor.  

 Broadcast the second framework to all centralized 
server.  

 Each processor performs increase of the suggestion of 
the main lattice and the second grid.  

 Each processor sends back the suggestion Cartesian 
item to the ace processor.  

 
Usage  
 the ace with (processor 0) peruses an information,  

 the ace at that point sends the measure of information to 
all slaves,  

 the slaves will distribute a memory,  

 the ace next communicates a second lattice to a portion 
of alternate processors,  

 the ace sends a few sections of first grid to different 
processors as needs be,  

 all included processor plays out the underlying activity 
i.e duplication, the slave processors (all) send back their 
outcomes for ace to print. 

 
2. Methodology and Specification of Tools used 
One station with Pentium ifivesome processor with 2 .5 
Gigacycle for every second and 4 GB memory is utilized to 
actualize sequential ground substance proliferation . Visual 
Studio loft 2008 with openMP store library is utilized as an 
environs for building, executing and testing intercellular 
substance duplication PC program . The program is tried 
utilizing Pentium i5 processer with 2.5 GHz and 4 GB 
memory.  
 
A conveyed handling association with various phone number 
of processors is utilized, every processor is a 4 center 
processor with 2.5 Megahertz and 4 GB memory, the 
processors are associated however Visual Studio 2008 with 
MPI condition. 
 
3. Cases  
Variety sets of two matrices are selected (different sizes & 
data types ) with each pair of matrix multiplied both in serial 
and parallel using both openMP and MPI domains, at the end 
then the average multiplication time is computed. 
 
3.1. Case 1  
Sequential matrix propagation program is tested using 
different size matrices. Different size matrices with different 
information case (integer, float, double, and complex) are 
chosen, 100 types of matrices with different data types and 
different sizing are multiplied. Table 1 display the norm 
results obtained in this experiment. 

 

 
 
3.2. Case 2  
The times program is tested using small size matrices. Different size matrices with different data character (integer, air bladder, 
doubling , and complex) are chosen , 200 type of matrices with different data types and different size of it are multiplied using 
open MP environment . Table 2 shows the average resultant obtained in this experimentation. 
 

 
 
3.3. Case 3  
The matrix multiplication program is tested using big size matrices. Different size matrices with different information eccentric 
(integer, float, stunt man , and complex) are elect , 200 types of matrices with different data types and different sizes are 
multiplied using openMP environment with 8 thread . Table 3 shows the average results obtained in this experiment. 
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3.4. Case 4  
Matrix program is again tested using big size matrices. Different size matrices with different data type (integer, float, double, 
and complex) are chosen, 200 types of matrices with different data types and different size of it are multiplied using MPI 
environs with different number of mainframe . Table 4 shows the average results obtained in this experiment 
 

 
 

4. Discussion of the Simulations 
From the gotten qualities in the past area we can classify the grids into (3):  

 Small estimating lattices with measuring not as much as thou *unity 000  

 Mid size grids with 1000*1000 ≤ estimate ≤ quint 000*5000  

 Huge size lattices with size ≥ 5000*5000  

 The accompanying suggestion can be announced:  

 For little size grids, it is desirable over utilize successive lattice age .  

 For medium size networks, it is desirable over utilize parallel lattice times utilizing openMP.  

 For colossal size networks, it is desirable over utilize parallel lattice duplication utilizing MPI.  

 Also it is prescribed to utilize cross breed parallel association (MPI with openMP) to duplicate grids with tremendous sizes. 
 
From the outcomes acquired in table 2 we can see the speedup of utilizing openMP is constrained to the quantity of real 
accessible physical impact in the PC framework as it is appeared in Table 5 and Fig. 1 separately. 
 

Speed-up (i.e time) = the time of execution in 1 thread/but parallel time. 
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From the values obtained in tables 1 & 2 we see that our matrix multiplication time increased very fast when matrix size 
increases as we can see in figures 2 & 3 

 

 
 

 
 
Results in Table 4 shows that we can ompute the time/speedup using the MPI model and the system efficiency is determined 
thus:  
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System Efficiency = the Speedup/no of processors 
The obtained results are given in Table 6: 

 
In table 6, increase in the no of processors in MPI doamin allows the speed-up of Matrix- Multiplication and gives access to 
poor system efficiency snapshots in figure 4, 5 & 6. 
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5. Conclusions  
After a watchful report we can state that consecutive 
augmentation of network is achievable for frameworks with 
little length sizes. As it were the Open-MP is an ideal 
technique to utilize while figuring parallel framework 
augmentation that has some great number of sizes, the 
speedup is accessible to the quantity of input physical no of 
centers. Message Passing is best utilized in the parallel 
framework duplication with the grids that has enormous 
sizes, there is plausibility that we can expand the speedup 
however might be a burden and will clearly influence the 
framework's execution and effectiveness. As a method for 
future work we can prescribe a half and half parallel 
framework just to stay away from the issues in more mind 
boggling computational issues and get remarkable 
discoveries. 
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