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ABSTRACT 

An Artificial neural network (ANN) is an information processing hypothesis that 
is stimulated by the way natural nervous system, such as brain, process 
information. The using of artificial neural network in civil engineering is getting 
more and more credit all over the world in last decades. This soft computing 
method has been shown to be very effective in the analysis and solution of civil 
engineering problems. It is defined as a body which works out the more and 
more complex problem through sequential algorithms. It is designed on the basis 
of artificial intelligence which is proficient of storing more and more 
information’s. In this work, we have investigated the various architectures of 
ANN and their learning process. The artificial neural network-based method was 
widely applied to the civil engineering because of the strong non-linear 
relationship between known and un-known of the problems. They come with 
good modelling in areas where conventional approaches (finite elements, finite 
differences etc.) require large computing resources or time to solve problems. 
These includes to study the behaviour of building materials, structural 
identification and control problems, in geo-technical engineering like earthquake 
induced liquefaction potential, in heat transfer problems in civil engineering to 
improve air quality,  in transportation engineering like identification of traffic 
problems to improve its flexibility , in construction technology and management 
to estimate the cost of buildings and in building services issues like analyzing the 
water distribution network etc. Researches reveals that the method is realistic 
and it will be fascinated for more civil engineering applications. 
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1. INTRODUCTION 

Artificial Neural Network (ANN) is a form of artificial 
intelligence which attempt to mimic the function of the 
human brain and nervous system. An ANN is an 
informational system simulating the ability of biological 
neural networks by interconnecting many simple neurons. 
Although developing an analytical or empirical model is 
viable in some simplified situations, most developed process 
is multifaceted, and therefore, models that are less general, 
more realistic and less expensive than the analytical models 
are of interest. It is more beneficial than regression process 
because it have more capacity to deal multiple outputs and 
responses while regression model is able to deal with only 
one response. The goal of this field is to explore how to 
emulate and implement some of the intelligent function of 
human brain, so that people can develop technology 
products and establish relevant theories. 
 
In recent years, the improvement of the genetic algorithm 
introduced many new mathematical tools and absorbed civil 
engineering as the latest achievement of applications. We 
can expect, along with the computer technology, the genetic 
algorithm in civil engineering application will be more 
general and more effective. Kingston et al. (2005b) stated 
that if “ANNs are to become more widely accepted and reach 
their full potential...., they should not only proved a good fit  

 
to the calibration of validation data, but, but the prediction 
should also be plausible in terms of the relationship 
modelled and robust under a wide range of conditions” and 
that “while ANN validation against error alone may produce 
accurate predictions for situation similar to those contained 
in the training data, they may not be robust under different 
conditions unless the relationship by which the data were 
generated has been adequately estimated.” 
 
Recently artificial neural network (ANN) models have been 
widely applied to various relevant civil engineering areas 
such as geo-technical engineering, structural engineering, 
water resource engineering etc. In the field of civil 
engineering, many problems, especially in engineering 
design, construction management and decision making 
program were influenced by many uncertainties which could 
be solved not only in need of mathematics, physics and 
mechanic calculations but also depend on the experience of 
practitioners. Civil engineering students need to learn how 
to deliver practical sustainable solutions for the engineering 
projects. Thomson (2010) established that applied 
assessment and award techniques can be usefully used as 
teaching tools. Obonyo (2011) describe the deployment of an 
e-learning environment for construction courses based on 
enhancing virtual computing technologies using agent-based 
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techniques. The proposed agent oriented methodology and 
resulting application organises construction knowledge into 
a structure that enables the students to undertake more self-
directed, systematic and scientific exploration. Flood (2008) 
applied artificial neural network to stimulate interest within 
the civil engineering research community for developing the 
next generation results show that this approach requires the 
design of some very sophisticated genetic coding mechanism 
in order to develop the required high order network 
structures and utilize development mechanism observed in 
the nature such as growth, self-organisation and multi-stage 
objective function.  Neural networks research is artificial 
intelligence has recently provided powerful system that 
works as a supplement or a complement to such 
conventional expert system. It poses a number of attractive 
properties for modelling a complex mechanical behaviour or 
a system: universal function approximation capability, 
resistance to noisy or missing data, accommodation of 
multiple non linear variables for unknown interaction and 
good generalization capabilities. 
 
In this paper, neural network are introduced as a promising 
management tool that can enhance current automation 
efforts in the civil engineering including its application in 
geo-technical engineering, structural engineering, traffic 
engineering and in construction management. Basic neural 
networks architectures are described and its applications in 
various field of civil engineering is also discussed. Future 
possibilities of integrating neural network and expert 
systems as a basis for developing efficient intelligent systems 
are described.  
 

2. Historical Background 

The history of neural networks can be divided into several 
periods: from when developed models of neural networks 
based on their understanding of neurology, to when 
neuroscience became influential in the development of 
neural networks. Psychologists and engineers also 
contributed to the progress of neural network simulations. 
Neurally based chips are emerging and applications to 
complex problem developing. Clearly, today is a period of 
transition for neural network technologies. 
 

3. ANN 

Artificial Neural Network (ANN) is a branch of computer 
science which involved in the research, design and 
application of intelligent computer. ANN is a massively 
parallel distributed processor a made up of simple 
processing units, which has a natural propensity for storing 
experimental knowledge and making it available for use 
(Haykin, 1999). It is an information processing paradigm 
that is inspired by the way biological nervous systems, such 
as the brain, process information. It is composed of a large 
number of highly interconnected processing elements 
(neurons) working in unison to solve specific problem. 
According to Michael Morzer of university of colorada, “The 
neural network is structured to perform nonlinear Bayesian 
classification”. The performance and computational 
complexity of neural networks are mainly based on network 
architecture, which generally depends on the determination 
of input, output and hidden layer.  
 
ANN development is based on the following rules (ASCE, 
2000a): 
1. Information processing occurs at many single elements 

called nodes, also referred to as units, or neurons 

2. Signals are passed between nodes through connection 
links. 

3. Each connection links has an associated weight that 
represents its connection strength. 

4. Each node typically applies a non-linear transformation 
called an activation function to its net input to 
determine its output signals. 

 
Learning in ANNs is generally divided into supervised and 
unsupervised (Masters 1993). In supervised learning, the 
network is offered with a historical set of model inputs and 
the equivalent output.  The actual output of the network is 
compared with the desired output and an error is calculated. 
This error is used to adjust the connection weights between 
the model inputs and outputs to reduce the error between 
the historical outputs and those predicted by the ANN. In 
unsupervised learning, the network is only presented with 
the input stimuli and there are no desired outputs.  The idea 
of training in unsupervised networks is to cluster the input 
records into classes of similar features. 
 

4. Architecture of Neural Network 

In general, an artificial neural network can be divided into 
three parts (da silva et al. , 2017) :- 
1. Input Layer:  -This layer gains information in the 

form of data, signals, features or 
measurements from external sources. 
These inputs are usually normalised 
within the limit produced by activation 
functions. 

2. Hidden Layer:  -These layers consist of no. Of neurons 
which are responsible for extracting 
patterns associated with the process or 
system being analyzed. These layers 
perform most of the internal processing 
from a network.  

3. Output Layers: -This layer also consists of no. of 
neurons and thus is responsible for 
producing and presenting the final 
networks outputs, which results from 
the processing performed by the 
neurons in the previous layer.  

 
The main architecture of artificial neural networks 
considering the neuron deposition, as well as how they are 
interconnected and how its layer are composed, can be 
divided as follows:- 
 

A. Single-Layer Feed-forward Network: - 
This artificial neural network has only one input layer and 
corresponding only one output layer. Figure 1 show a 
simple-layer feed-forward network composed of ‘n’ inputs 
and ‘m’ outputs. 

 
Figure 1 (Single-layer feed-forward network) ((da silva et 

al., 2017) 
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B. Multiple-Layer Feed-forward Network: - 
This artificial neural network has one or more hidden layer 
between input layer and output layers. It is generally used 
for complex problem like system identification, process 
control, optimization, and robotics and so on. Figure 2 shows 
a feed-forward network with multiple layers composed of 
one input layers with ‘n’ sample signals, two hidden neural 
layers consisting of ‘n1’ and ‘n2’ neurons respectively, and 
finally, one output neural layer composed of ‘m’ neurons 
representing the respective output values of the problem 
being analyzed. 

 
Figure 2 (Multiple-layer feed-forward network) (da silva 

et al., 2017) 
 

5. ANN Training 

The training process of a neural network consists of applying 
the required ordinate steps for tuning the synaptic weights 
and thresholds of its neurons, in order to generalize the 
solutions produced by its outputs (da silva et al., 2017).  The 
primary goal of training is to minimize the error function by 
searching for a set of connection strengths and threshold 
values that cause the ANN to produce outputs that are equal 
are close to targets. The manner in which the node of ANN is 
structured is closely related to the algorithm used to train it. 
Some of the algorithm used ANN training include back-
propagation algorithm, conjugate gradient algorithms, radial 
basis function, cascade correlation algorithm (Nagesh Kumar 
et al., 2004). All of these algorithms are briefly described in 
ASCE (2000a) with an exhaustive list of references. 
 

6. Application on ANN in Civil Engineering 

The first journal article on civil/structural engineering 
applications of neural networks was published by Adeil and 
Yeh (1989). Since then, a large number of articles have been 
published on civil engineering applications of neural 
networks. The great majority of civil engineering 
applications of neural networks are based on simple back 
propagation algorithm. One of the reasons for popularity of 
the neural network is the development of the simple error 
back propagation (BP) training algorithm (Rumelhart et al., 
1986), which is based on a gradient-descent optimization 
technique. 
 
1.  Study the behaviour of building materials:-  

Reinforced cement concrete posses complexities in their 
structural behaviour due to composite nature of the material 
and the mass and variety of factors that affect such 
behaviour. Current methods for the design and analysis of 
RCC are limited in scope and are approximate at best as they  
 

rely on the results of experimental tests, which are both 
costly and time-consuming to perform. The research 
personified by this document investigates the use of a 
branch of artificial intelligence known as Neural Network as 
a quick and reliable alternative to such experimental testing. 
 
The construction used materials or mixture of materials with 
heterogeneous behaviour in the structure, which is difficult 
to establish a formula applies to various case encountered. 
With the help on ANN we can find out the different 
properties of materials like compressive strength of concrete 
according to different mixtures of concrete (Kim, 2005), 
slump value of concrete (Oztas et al., 2006), the value of the 
ultimate shear force in concrete beams and the value of 
ultimate strength (Pu, 2006) and other material properties 
like elastic modulus, position’s ratio, ultimate strength and 
yield strength (Pandya and Shah, 2014).  Also, using neural 
networks can perform behaviour’s simulation of reinforced 
concrete at different ages and can help by macro calculating 
to model of the reinforcement –concrete’s interface (Unger, 
2009). 
 

2. In geo-technical engineering:- 

Since the early 1990s, ANNs have been applied successfully 
to almost every problem in geo-technical engineering.  
Classical constitutive modelling based on the elasticity and 
plasticity theories are unable to properly simulate the 
behaviour of geo-materials for reasons pertaining to 
formulation complexity, idealization of material behaviour 
and excessive empirical parameters (Adeil, 2001). 
Geotechnical properties of soils are controlled by factors 
such as mineralogy; fabric; and pore water, and the 
interactions of these factors are difficult to establish solely 
by traditional statistical methods due to their 
interdependence (Yang and Rosenbaum, 2002). Based on the 
application of ANNs, methodologies have been developed for 
estimating several soil properties including the pre-
consolidation pressure (Celik and Tan, 2005), shear strength 
and stress history swell pressure (Erzin 2007 and Najjar et 
al., 1996a), compaction and permeability (Agrawal et al., 
1994; Goh, 1995b), soil classification (Cal, 1995) and soil 
density (Goh, 1995b). 
 
Liquefaction during earthquake is one of the very dangerous 
ground failure phenomena that cause a large amount of 
damage to most civil engineering structures. This has 
attracted many researchers (Agrawal et al., 1997; Ali and 
Najjar, 1998; Ural and Saka, 1998) to investigate the 
applicability of ANNs for predicting liquefaction. 
 
Other applications of ANNs in geo-technical engineering 
include retaining wall (Goh et al., 1995; Kung et al., 2007), 
dams (Kim and Kim, 2008), blasting (Lu, 2005), mining 
(Rankine and Sivakugan, 2005), rock mechanics (Gokceoglu 
et al., 2004), site characterisation (Basheer et al., 1996), 
tunnels and underground openings (Benardos and 
Kaliampakos, 2004; Lee and Sterling 1992) and geo-
environmental engineering (Shang et al., 2004). 
 

3. In Hydrology:-   

Artificial neural network have gained popularity in the field 
of hydrology because it shows it’s evidence by the increasing 
number of papers on this topic.  Flood and Kartam (1994, 
1997) reviewed the application of ANNs to various branches 
of civil engineering. 
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The problem of rainfall – runoff modelling has received the 
maximum attention by ANN modellers in hydrology. ANNs 
have achieved some success in stream flow prediction (time 
series), particularly when this are desired over a certain 
range of stream flow values. Aziz and Wong (1992) 
explained the use of ANNs for determining aquifer 
parameter values from normalized drawdown data obtained 
from pumping tests commonly referred to as the contrary 
problem in ground water hydrology. Yang et al. (1997) 
utilized an ANN to predict water table elevations in 
subsurface- drained farmlands. ANNs were used for 
estimating precipitation with limited success. While the 
articles reviewed in this paper on ANN applications in 
hydrology are not exhaustive, it is obvious that ANNs have 
made a significant impact in this area. 
 

4. In transportation engineering:- 

Artificial neural network for transportation infrastructural 
system must include system engineering techniques that will 
be sustainable for future years and maintained at acceptable 
levels. There are many reasonable factors currently 
impacting the transportation sectors, which requires careful 
system consideration such as; the high capital cost of design 
and construction, change to the legislations and the impact 
of the increase in demand and usage of transport 
infrastructure.  
 
Some of the infrastructure issues solved with neural network 
consists of: identifying traffic problems to improve its 
fluency (Zhang, 1997), an advanced decision support system 
for management actual traffic in areas where are sites in 
working (Jiang and Adeli, 2004), detecting incidents on 
highway traffic to improve transport system (Adeli, 2005), 
predict cracks in flexible road structures (Owusu-Ababio, 
1998), and predicting dynamic modulus of hot mix asphalt 
(Ceylan, 2008). 
 
5. In construction Management:- 

Neural Networks are introduced as a promising management 
tool that can enhance current automation efforts in the 
construction industry, including its applications in 
construction engineering. Construction engineering is a 
professional discipline that deals with the designing, 
planning, construction, and management of infrastructures 
such as highways, bridges, airports, railroads, buildings and 
dams. It is used in construction engineering and 
management is for prediction, risk analysis, decision-making, 
resources optimization, classification and selections. 
 
Margaret W. Emsley et al. (2002) developed Neural Network 
cost models using data collected from nearly 300 building 
project. Basically It is based on linear regression methods 
can be used as a benchmark for evaluation of the neural 
network models. The outcome showed that nonlinearity in 
the data can be easily solved by the neural networks. Murat 
Gnaydm et al. (2003) developed and test a model of cost 
estimating for the structural systems of RCC building 
through neural networks. It provides the informed decisions 
at the early phases of the design. Cost and design data from 
thirty projects were used for training and testing neural 
network methodology with eight design parameters utilized 
in estimating the square meter cost of reinforced concrete 
structural systems of 4-8 storey residential buildings in 
Turkey, an average cost estimation accuracy of 93% was 
achieved. 
 

Conclusion 

It is clear that ANNs have been successfully applied to many 
civil engineering areas like prediction, decision-making, risk 
analysis, resources optimization, classification and selections 
etc. Based on the results, it is that ANNs perform better than 
other conventional methods. In civil engineering many 
problems are very complex and not well understood. Most of 
the mathematical models fail to solve such complex 
behaviour. ANNs are based on only input and output data by 
which model can be trained easily. ANNs can always be 
updated to obtain better output by showing new training 
examples as new data become available.  
 
Thus ANNs have a number of significant results that make 
them a powerful and practical tool for solving many 
problems in the field of civil engineering and are expected to 
be applicable in future. 
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