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ABSTRACT

Filter plays a major role for removal of unwan
signal/noise from the original signal, especi
Adaptive FIR filter is easy to attract for ma
applications, where it is need to minim
computational requirement. This paper shows a r
pipelined design for low-power, highroughput, an
low-area implementation of adaptifitter based ot
distributed arithmetic (DA). The DA formulatic
utilized for two separate blocks weight update kl
and filtering operations requires larger area and't
suited for higher order filters therefore cau
reduction in the throughput. These issues have
overcome by efficient distributed formulation

Adaptive filters. LMS adaptation performed on
sample by sample basis is replaced by a dynamic
updae by the weight update scheme. Adder b
shift accumulation for inner product computat
replaced by conditional signed ce-save
accumulation to reduces the sampling period ana
density.

KEY WORDS: Distributed Arithmetic, LMS Adapti\
Filter, VHDL, DA, Adaptive Filter, LMS algorithn
Carrysave adder, Noise Cancellation, Digital Sig
Processing

1. INTRODUCTION

Adaptive digital filtersfind wide application in fev
advanceddigital signal processing (DSP) areas,.,
noise and echo cancellation, system identificai
channel estimatiorghannel equalization and so fo
[1]. The tapped-delajne finite-impulse-
response(FIR) filter whoseeights are updated by t|
celebrated Widrow Hoff least-mearsquare (LMS)
algorithm [2]might be considered as the most stra
forward known adaptive filter. The LMS adapti
filter is prominent because of its logemplexity, as

well as dued its stability and attracti convergence
performance [3] because oits few essential use of
current relgance and expanding limitatic on area,
time, and power complexity, efficient implementat
of the LMS adaptive filter is still very vit. To
implement the LMS algorithm, one ne to update
the filter weights during each sampling period gt
the estimated error, which equals the differe
between the current filter output and the des
responseThe new weights of tl LMS adaptive filter
are refreshedThen p convergence factor or «size,
which is usually assumed to be a positive numbd
Nis the quantity of weights utilizc in the LMS
adaptive filter. The pipelining structure proposed
overthe time consuming combinational blocks of
structure. The normal LMS algorithm does
supportpipelined implementation due its recursive
behavior. It is adjustetb a form called the delaye
LMS (DLMS) algorithm This DLMS utilize ar
altered gstolic architecture to reduce the adapta
delay wherethey have utilized moderately exten
processlg elements (PEs) for accomplish a lower
adaptabn delay with the basic way of one MAC t.
The direct form configuration on the forvd path of
the FIR filter subsequently prompts a long criti
path because anner produc computation to acquire
a filter output. subsequentlyhen the input signal
having a high sampling rate, it becomes crucis
reduce thecritical path of the structure th the goal
that it could notsurpass the sampling per [4].
Distributed Arithmetic based technique ccrises of a
structure which is stay away from of multiplier tl
expands the throughput.

2. FIRFILTER
The FIR filter is a circuit that filters a digi signal
(samples of numbers) and provides output tis
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another digital signal with attributes that aream on
the response of the filter. The FIRlter is non —
recursive. It utilizesa finite duration of none ze!
input values and produces a findaration of outpu
values which are non-zero.

Thesedays, Field Programmable Gate An(FPGA)

technology is widely utilizedin digital signal

processing area of the fact that FP8&sed solution
can accomplish high speeds owing to its par
structureand configurable logic, thus providing gr
amount of flexibility and high reliability throughb
design process and later maintenance. A numb
architectures havéeen reported in the writii for

memory-based implementatioof DSP algorithm:
which includes orthogonal transforms and digi
filters [6].

FIR filters use additionto calculate their outpu
simply like averaging oes. The primitive elemen
utilized in the outlineof a FIR filter are delay:
multipliers and adders. The FIR filteomprise of a
series of delays, multiations and additions °
createthe time domain output response. The imp
response of the FIR filter is thmultiplication
coefficients utilized The phase of a F filter is linear
which is its dominant feature.ilter is implemented
sequentially utilizinga multiplier and an adder w a
feedback which is outlineih the high level schemat

in Fig. 1[11].

: W g
x[n] > + "\%} " ‘x'[n]
cln] 1/Taps
Fig.l: FIR Filter

The LMS algorithm updates the efficient in an
iterative way and feeds todlFIR filter. The FIR fiter
at that point utilize this coefficient c(n) in addition -
the input reference signal x(n) to generate th@ui
response y(n). The output y(n) is then subtraateoh
the desired signal d(n) to produae error signal e(n
or, in other words by theMS algorithm to comput
the next set of coefficients.

3. ADAPTIVEFIRFILTER

The idea behind a closed loop adaptive filter at a
variable filter is balanceduntil the error (the
difference between the filter output and the dek

signal) is minimized. Most adaptive filters ¢
dynamic filters which changetheir attributes to
accomplishdesired output. Adaptive filter has varic
parameters which shoule ctanged in order to
maintain optimal filtering. #laptive filterin¢ has two
types of algorithms one iseas MeanO0Squar€LMS)
and the otheRecursiveleast Squar¢ (RLS) optimal
filtering. one of the applications of adaptive di is
noise cancellation.

Adaptive filter has two viteproperties: first, it can
work successfullyin unknown environment; secor
it is used to track the input signal of ti-varying
characteristics [7]Due to DSP has serial architect
it can't process igh sampling ral applications and
used only for amazinglycomplex math-intensive
tasks. An example of adaptive filter systiis shown
in Fig. 3. The objective of tladaptive algorithm is to
modify the coefficient of the adaptivelter, w[n],
with the end goal to limithe error term e[n] in th
meansquared sense. The adaptive algoribasically
distinguishes avector of coefficient w[n] ths
minimizes the following quadratic equati

e[n] = Ef|e[n]|2 (3.1)

where e[n] = d[n]ay[n], d[n] is the output from th
unknown system (desired signal), y[n] is the ou
from the adaptive filter, thexpected value, and |
is the mean squared error (MSE). M methods exist
to solve Eqn. 3.1,-0the most widely recognize
being the strategy for steepest descent. This guve
proceeds untithe adaptive algorithm achie\ steady
state, wlere the concessi between the current
solution vector and the optimal solution, or MSEat
its minimum. In general, aptive algorithms can &
separated into four eps that are performe
consecutivly:  filtering, computing the errol
calculating the coefficientipdate, and updating the
coefficients. When @it into this form, the essent
deference predictioand interference cancelit

¥

y(n) +

Unknown B
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Svstem h,
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Adaptive
Filter hy,q(n)
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Fig 3 Unknown and adaptivefilter have different
length
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Adaptive filtering hastwo basic operations: tf
filtering processand theadaptation proces. A digital
filter used to generate output signal from an ir
signal by the filtering processvhereas the adaptati
process consists of an algorithm wt minimize a
desired cost function by adjustiniget coefficients o
the filter.

4. LMS ADAPTIVE

DESIGN)

LMS algorithmis introduced. LMS remas for Least-
Mean-Square This algorithm was created |

FILTER (EXISTING

“Bernard Widrow during the 1960s, and is the exceptionally

firstOgenerally used adaptive algorithm. It is
generally utilizedn adaptive digital signal processi
and adaptive antenna arrays, primarily becausés:
simplicity, ease of implementation and Qg
convergence properties.

The objective othe LMS algorithm is to deliv: the
mean square errorfor the given conditior and
weights that minimize the measguared erro
between a desired signal and the arraytput,
loosely speaking, it attempt® maximze reception
towardsthe desired signal (who or what the arra
trying to communicate with) and limreception fron
the interfering or udesirable signals in the Fig

Filter Output, ¥»

Input Sample,x
0P 2AMP Yyl bR Filter Block

W, Desired Signal,d,
Y-

O—

Error, e,

New Weights, W,

»  Weight-Update Block [«

Fig 4 Conventional LM S adaptivefilter

some data is required beforptional weights can b
resolved. The weights of LMS adapti' filter during
the nth emphasisare updated according to t
following equation. The updated weigh
wn+1= wn+ penxn0
en =dn -yn0
yn = wTnx0

Where en is the erromn is the desiretresponse
during nth iteration calculate@is convergencfactor
or step size. The weight vector Wn and input ve
Xn is given by

Xn — [:r-n-f Tp—1,---; -’I:Tt—x'\"-l-l]T
w,, = [w,(0),w,(1),...,w,(N — 1 )]T

The number of weights used in the LMdaptive
filter is denoted as NIt is outstandin that the LMS
algorithm has a moderat®mnvergence for correlate
inputs. Another ecumstance that can show in
identification applications is when the coefficierdf
the model are timgarying. The daptive algorithm
should givea mechanism to traclhe changes of the
model. Fig 4in the LMS algorithm descred has a
very low computationalbmplexity (number o
additions, subtractions, divisions, multiplicatiopsr
iteration) and memory |d, which makes it
interestir for practical
implementations. It is notat that the step-size p
influences the performances of thdaptive filter. In
spite of itslow complexity, the LMS has additiona
some drawback.

5. DISTRIBUTED ARITHMETIC (DA)
Distributed arithmetic (DA) icordinarily utilized for
signal proessing algorithms where figug the inner
product of two vectors involves majori of the
computational work load. This st of computing
profile depicts a huge pi of signal processing
algorithms, so the potential usage of ributed
arithmetic is huge. The inner product isually
processed  utilizing multipliers and adders.
Distributed®rithmetic, alongsid Modulo
Arithmetic, are computation algorithms that perfc
multiplication with lookup table based pls. Both
blended some enthusiasm more than two dec
prior howeverave mulled from that point onwe. In
fact, DA particularly focuses ( the sum of products
(sometimes referred to as the vector dot pct)
computation that spread a large nun of the vital
DSP filtering and frequency transforming functio
XILINX FPGA look up table are not familianr DSP
users and DA algorithm popularly used to prod
filter designs. The introddion of the DA algorithmis
to a great degree straightforward yet its aptions
are to a great degree widkhe science incorporates
blend ofBoolean and ordinary albra and require no
prior preparation even for the logic design

DA fundamentally diminishes the quantity
additions requied for filtering. This decrease is
egecially detectable for filterswith high piece
accuracy This reduction in the computational
remaining burdenis a result of storing the [-
computed partial sums of the filter-efficient in the
memory table. Distribed arithmetic nee:' fewer
arithmetic computing resources anOmultipliers,
when compared with other alterrves.
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This part of distibuted arithmetic is a gor one for
computing environments with limited computatio
resources, @ecially multipliers. These kit of
computing environments can be found on older -
programmable gate ags (FPGAs) and w-end, ease
FPGAs.
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Fig 5 Distributed arithmetic

“Note that cK for{0 < k < 2N — T can be pre-
registered and put away in RANased LUT of 2N
words. Notwithstanding, rather than putting away

words in LUT, store (2N 1) words in a DA table c
2N - 1 registers. A cas# such a DA tale for N = 4
is appeared in Fig 5. It contains jul5 registers ti
store the pre computed surokinput words. Seve
new estimations of ck@re computed by seven add
in parallel Fig 5[11] AK is the incorporatinto Sum
when Xkb =1 that is the leasignificant bit. The
substance of the kth LUT area can be identified;:

where kj is the (j + 1)th bit of -bit binary
representation of integer k for<Ok < 2N - 1. A 4-tap
(K = 4) execution of the DA filter is appear in

Figure 3.1. The contains all 16 possible combime
sums of the filter weighteO;w1;w2 ancw3.The bank
of shift registers in Fig5[1ljstores 4 consecuti
input samples (X[n - i]; i =0.0........ 3). The
connection of ightmost bits of the shift registe
becomes the address of the memory ”. At every
clock cycle he shift register is shifted rig

6. DISTRIBUTED ARITHMETIC
APPROACH (PROPOSED DESIGN)
The essentiablock diagram for the proposed syst
for the design of an Adaptive FIR Filter usi
Distributive Arithmeticis propose DA-Based LMS
Adaptive FilterThe proposed structure of [-based
adaptive filter of length N= 4 is appeare in Fig
6.1[11]. It comprise of a fou-point inner product
block and a weighiacrement block along wit
additional circuits for the calculatic of error value
e(n) and control word t for the barrel shifters.
relating with exting DA based adaptiv
filterOimplementationghe proposed architecture

achieved low complexity.
x(ntl)
L

P>

BASED

L+2

4-POINT INNER-PRODUCT
BLOCK

x(n-2) |x(n-3) |x(n-4) |x(n-5)
Y h 4

WEIGHT-INCREMENT BLOCK

h h

tq3

ue(n-2)

CONTROL | mag(ue(-2)
WORD GENE- |4
RATOR

SIGN-MAG
SEPARATOR

|
sign(ue(n-2))

Fig 6.1 DA-based L M S adaptive filter of filter
length N

L-1

For accomplishing this preferred standp Offset
Binary Coding (OBC) has be utilized in this filter
design based LMS adaptivfilter design requires 16
delay element DAable structure

6.1. FOUR POINT INNER-PRODUCT BLOCK
The underlyingpart of the filtering process of tl
LMS adaptive filter, for each cycle, is the neec
perform an inner product calculati. Distributed
Arithmetic (DA) procedure is t-sequential in nature.
It is entirely a bittevel modificatior of the multiply
and accumulation operation. Tfundamental DA is a
computational algorithm theaffords effective usage
of the weighted sum offdodLcts, or dot product. The
four-point innerproduct block shown in Fig.2
incorporates a DA table comprig of an array of 15
registers which stores the partial inner productt®ry
{0 <1< 15} and a 161 multiplexor (MUX) to choos:
the substance of onef those registers. Bit c¢s of
weights A = {w3l w2l w1l wOl} for 0<I<L -1 are
fed to the MUX as control inSB-to- MSB order, and
the carrySave accumulator is fed by the output of
MUX.
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After L bit cycles, the carrgave accumulator sk
accumulates all the pal inner products an
produces a sum word and a carry word of size (L -
bit each. The carry and sum words are shifted a
with an input carry “1” to gesrate filter output whicl
is consequently subtracted frorhet desired ctput
d(n) to acquire the error e(n).

.-J‘—[u 3 Wap Wy }s'[.:]

x(n+1)
R

Xnw
1-03-91

3navi-va

sign control

vy
x(n=-Dx(n-2) x(n-3)

xin)

Fig 6.2 Four-point inner-product block

Each one the bits of therror except the MSB t are
ignored, such that multiplication of inj xk by the
error is executed by a right shifih, the magnitude c
the error the number of locations -given by the
number of leading zeros. 6l generate the contr
word t for the barrel shifterhe magnitude of th
computed error is decodeddy the logi. The
convergence factqr is taken asQ1/N). also we us p

as 2-i/N, where i is a small integefThe number o
shifts t in that case is increased by i, and tipaitrio
the barrel shifters is pre shifted by i locatic
accordingly to reduce the hardware complexi“DA

used to compute the innéddt) product of a consnt
coefficient vector and a variable irt vector in a
single bit serial operation”This is the task th:
contributes to most of the critical pi Let the inner
product be thought to be

y(n)=Wq7n X(n) , e(n)=d(n-y(n)

where the weight vector w(rand input vector x(nat
the nth iteration are respectively giver
{X(n)=[x(n),x(n-1),....... X(MN+W(n)=[ 0 (n), wl
(n),....,.Xhe corresponding current value in the wei
register.

6.2 THE WEIGHT INCREMENT UNIT

It comprises of four barrel shifters andur adder/sub
tractor cells in the Fig.6.3[11].The barel shifter
shifts the distinctivenput values xk fo{k =0, 1, . . .,
N — 1} determined by the location of the m

significant one in the estimate«aror by appropriate
number of locationsThe barrel shifter decid¢ added
with or subtracted from the current weigt

Realize the corresponding multiplication of a s
operation. D update n weigh, the weight-update
block consists of n carrgave unit. Each carry-save
units performs the multiplication of shifted er
values with the delayed input samples along with
addition with the old weight« To the calculation of
weight-increment terrthe addition of old weight wit
weight increment term is merged with multiplion.

To control for adder or subtracells the sign bit of
the error is used suchat) when sign bit is ze the

barrelshifter output added and when one i

subtracted from the content of the correspon
current value in the weightregister [11].
Multiplication is performed by each MAC ur of the
shifted value of error with the delayed input sass
xn-m followedby the addition:

}‘1 B«

x(n-2)  x(n-3) x(n-4)
4 5
NEESE
¥ ¥ ign{ue(n-2))
+/
L L AL AL

¥ i 4 ¥ r
| WORD-PARALLEL BIT-SERIAL CONVERTER |

A {4

Fig 6.3 the weight increment unit

x(n-5)

i
53

k
| Bs-0

The final outputs of the carsave units constitute the
updatedweights which serve as an input to the e
computation block as well as the we-update block
for the next iterations. d keep the critic-path equal
to one addition time @air of delays are introduct
before and after the final addition of the we-
update block.

7. SIMULATION AND RESULTS

Simulation and synthesis is performed XILINX
softwareusing VHDL programmin¢ Here it very well
may be seen that thmwer consumtion has reduced
to just below half of that in the existing desigrhis
has resulted because of a reduced switching actt
the design based on casgve adder. An effient
pipelined architecture f, and low delay
implementation of DAbased adapte filter.
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Fig 7.1 Simulation output for DA based weighted
LMSalgorithm

The simulation resultsn the fig.7.. and fig.7.2
describes theDA based weighted LIS algorithm
output and filtered, shifted outputs adaptive LMS
filter algorithm respectively.

Name

é dock
» B datainl70
p B shifted_data_o
p B fitered_data_o

11110000

——
| omm[ ]
—

|
T wmw
e[
[ 170 ‘
I N
Fig 7.2 Simulation output for adaptive LM S based
filter algorithm

I |

A carryssave accumulation scheme of signed par
inner products for the computation of filter outmats

been implemented. From the synthesis resuligas

found thatthe proposed design consumes less pt

over our previous DAbased FIR adaptive filter. |

future, work can be implemented on dig

communication, signal processing application, dic

radio receivers, software radio receivers and ¢

cancellation.

EXISTING | 31,500 2.3 91
PROPOSED 40,000 1.70 67
Table 1: Result Comparison of Existing and
Proposed design in terms of Area, Delay and
Power

8. CONCLUSION

This paper presenssgnificantly less adaptation del
and provided significant saving of area and powe
proposed we are going to deal with direct form L
algorithm along with transposed form of delayedst
mean square algorithnrTDLMS), where the power i
significanty reduced and the performance is incree
along with decrease in are&rom the synthes
results, it was found that the proposed de
consumes less power over our previous-based
FIR adaptive filter.
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