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ABSTRACT

In education system it is very important to dec
learning behavior of students. Today there is
competition in higher educational institutes. Qiye
education is essential for facing new educati
challenges. Educational Data Mining is useful
classify students according to their knowledge
learning behavior. It helps teachers to implen
different teaching methodology as per learr
behavior of student. Researcher used Naive B
classification technique on training data set
students. @ssification is a supervised learni
approach which categorized data into predef
classes. The implementation is carried out using
Algorithm is implemented on set of multivalu
attributes to predict slow learner, average leaamet
fast learnesstudents. The objective of researcher i
extract hidden knowledge from dataset for predic
of learning behavior of student.
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l. INTRODUCTION

Data Mining is a process afiscovering knowledg
from database. It is a technique to identify pat
and determine relationship between objects in dal
Data mining motivates various applications
machine learning to learn from data. It consist:
many algorithms which arbased on supervised a
unsupervised learning. There are different teches
of data mining like classification, clusterir
predictive analysis, association rule mining, seqge:
mining, graph mining, regression and time se
analysis etc. Selection dmmplementation of be:

suitable algorithm for getting optimum solutiontte
problem is a challenging task in data min

Data mining plays vital role in education systt
Predicting learning behavior of student is veryicai
process. Learning bavior of student depend
different factors like gender, family backgroul
location, age, interest, strength, weakness, @jl
curriculum etc. Today education system cre
tremendous carrier opportunities in the front
students. It is challengingork for teacher to provid
education as per student need and interest. Lep
student behavior is very essential for getting db
teaching outcome as well as student’s satisfac#o
Classification technique in data mining helps teas
to predict sudent behavior and selecting appropr
teaching methodology to enhance teaching
learning process.

Il Literature Review:

Researcher has gone through previous researchd
to classification techniques in data mining. It
observed that, Naive Bayelassification algorithm i
used for student’'s performance classification. \
mining and multifactor analysis technique
implemented for predictioff. Decision tree, Random
forest and Naive Bayes theorem is used
classification of student behav. Researcher evaluate
results of all three algorithms and it is found ti
Naive Bayes method gives better results than «
classification techniqued. Naive Bays algorithm i
implemented for slow Lerner prediction using pytl
and accuracy is comparesing WEKA data mining
tool.
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According to literature review it is found that Ma
Bayes is suitable classification algorithm for m
attribute analysis. It is essential to develop |
friendly application which useful in any educat
sector. Reseaher developed application using C#
predicting learning behavior of student
implementing Naive Bayes theorem.

I, Classification Techniques:

Classification is a supervised learning method &/
data is divided into different categories or clas¢
The objective of classification to predict targetss
for given dataset. There are various technique
classification like decision tree, Naive Ba
classifier, nearest neighbor approach, artificialinal
network these are important techniques
classfication. Accuracy of target prediction
depends upon selection of classification technidu
many real life situations classification
fundamentally probabilistic, it is uncertain to \wh
class record is belony.

V. Naive Bayes Classifier:

Bayesia classification is based on Bayes theor
The posterior probability of the class that a rec
belongs to is an approximated using prior probgk
which drawn from training dataset. Classificat
model estimate the likelihood of the record belang

to each class. The class with highest prevents ftar
happen when events for X probability becomes
class label for the recofd.

Definition of Bayes Theorem Given two random
variables X and Y, each of them taking a spe:
value corresponds to a random event. A conditi
probability P(X/Y) represents the probability
events for Y to happen when event for X have alye
occurred?

PX/Y) = P(X/Y).P(Y)
P(X)
P(YIX) = _P(X/Y).P(Y)
P(Y)
V. Training Dataset:

Following table shows training dataset of MCA | i
student dataset. Here researcher is interestemedict
learning behaviorof student from given trainin
dataset using Naive Bayes algorithm. Student
consists of different attributes like Gender, Ai
SSC_Medium, SSC_Percentage, HSC fac
Math_At HSC,Graduation_Marks,Admission_T)

Entrance_Rank,Parentsincome,,Atterce,Communi
cation_Skill, Learning_Behavior (Class Label)

Table 1: Training Dataset:

;r[.) Gender | Area | S5C_Medium | S5C_Percentage FH:;;—IW HSC_Percentage H;éhmt
1[M Rural | English Excellent Commerce | Poor Yes
2| M Urban | English Good Science Good Yes
3IM Urban | English Good Commerce | Poor No
4|F Urban | Marathi Poor Arts Good Yes
3| M Rural | Marathi Poor Science Excellent No
6 M Rural | Marathi Average Commerce | Poor No
7|F Urban | Marathi Excellent Commerce | Excellent Yes
8| F Rural | Marathi Poor Commerce | Poor No
9| M Rural | Marathi Excellent Science Poor No
10| F Urban | English Poor Science Good Yes
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Graduation | Admission | Entrance | Parents Altendance Communication | Learning

Marks Type Rank Income Skill Behavior

Excellent | MC Good High Poor Good Slow

Poor ER Poor Medium Average Poor Fast

Good MC Good Low Good Good Average

Good MC Average | Low Good Good Slow

Poor MC Poor High Average Poor Fast

Excellent | ER Good Medium Poor Excellent Average

Poor ER Good Medium Average Poor Slow

Good ER Average | Low Average Excellent Fast

Good ER Good Low Good Good Fast

Poor ER Good High Average Excellent Average
VI.  Student related Variables:

Attributes Possible Values

Gender MF

Area Urban, Rural

§5C_Medium English, Marathi

S5C Percentage >=70 Excellent, >=60 &=70:Good, >=50&<60:Average, <50:Poor

HSC Faculty Commerce, Arts, Science

HSC Percentage »=70 :Excellent, »=60 &=70:Good, 7=50&<60:Average, <50Poor

Maths AtHSC Yes, No

Graduation Marks >=10 Excellent, =60 &=70:Good, >=50&=60:Average, <30:Poor

Admission Type MC: Management Cota, ER- Entrance Round

Entrance Rank Good, Average, Poor

Parents Income >=10 Lacs: High, >=5Lacs & <10Lacs: Medium, <=5 Lacs: Low

Attendance Below 30: low, =50 &<70: Medium, >70: High

Communication $kill | Good, Poor, Excellent

Leaming Behavior | Slow, Fast, Average (Class Labels)

VII.  Data Pre-processing: C. Compare class wise probability value ¢

Data was pre-processeby performing following Return final classification which has high

operations®: probability.

1. Converting all fields to categories

2. Features combine to reduce dimension: IX. Implementation of algorithm:

3. Missing values are replaced by frequel Here Naive Bayes algorithm is implemented on al
occurring values. dataset. C# is used for stepwise implementatio

algorithm and predicting data for unkno

VIIl.  Algorithm: tuple/record.

1. Import dataset into Sqlserver

2. Find probability of each class. Algorithm is implemented to predict learni

3. Select parameter set as per input requirel behavior of stdent with following known attribut

4. For each input record: values:

i

For each attribute:
A. Entities are divided into different categor X= Gender=M, Area=Rural, SSC_Medium=Engli

according to categorical data. SSC_Percentage=Poor, HSC_Faculty=Comm:
B. Probability is calculated from training data HSC_percentage=Good, Maths_ At HSC=Y
5. For each attribute in testing dataset Graduation_Marks:Poor, Admission_Type=N
i. For each attribute: Entrance_Rank=Good, parents_Inc=Low,
A. Calculate probability and classify the d Attendance=Average, Communicaton_Skill=G«
accordingly

B. Return the diagnosis parameter and calcul
probability of each clas$.
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In above problem there are three clas
C1: Learning Behavior Slow

C2: Learning Behavior Fast,

C3: Learning Behavior Average.

Here we need to predict whether X belongs to w
class.
P(X/C1)=0.339.33*0.33*0.33*0.66*0.33*1*0.33*(
66*0.66*0.33*0.33*0.66=2.66
P(X/C2)=0.66*0.33*0.66*0.33*0.66*0.33
0.33*0.33* 0.33*1*0.33*0.33*0.33=1.%
P(X/C3)=0.75*0.75*0.25*0.5*0.25*0.25*0.25*0.5*
25*0.25*0.5*0.75*0.25=3.21
P(X/C1)*P(C1)=2.66*0.3=0.798
P(X/C2)*P(C2)=1.33*0.3=0.399
P(X/C3)*P(C3)=3.21*0.4=1.284
P(X/C3)*P(C3) gives highest
belongs to class C3.

probability so

According to Naive Bayes theorem it is predicteat
given tuple X belongs to class C3. Which means
there is highest probability that sttt is Fast Lerne

X. Finding:
Implementation of Naive Bayes theorem using C#
can find out Fast, Slow and Average learn

Conclusion:

Naive bays theorem is implemented using C{
determine Slow Learner, Average Lerner and

Learner. This application is useful in educal
system to categories student according to -
learning behavior. Proposed application is veryr
friendly and applicable for any higher educati
sector. It helps teachers to implement diffel
teaching and learning techniques for providing i
education to the students. Successful implememnt
of this model will improve overall result and lear
interest among students.
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