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ABSTRACT

In this paper, a detailed survey study on singlage
superresolution (SR) has been presented, which .
at recovering a highesolution (HR) image from
given lowresolution (LR) one. It is always tl
research emphasis because of the requireme
higher definition video displaying, such as the r
generation of Ultra High Definition (UHD) TV:
Superresolution (SR) is a popular topic of ime
processing that focuses the enhancement of ima
resolution. In general, SRkes one or several I-

that is unique to that imagé&][ The super resolutic
method is to take more samples of the scene so
get some extra information which can be used, v
merging the samples to get a high resolution im
These samples can be acquired by-pixel shifts, by
changing scendyy changing the amount of blur [1
.HR means that pixel density within an image ishh
and therefore an HR image can offer mortails that
are important in many applications, The m:
advantage of the super resolution approach isitt

resoluton (LR) images as input and mi them as may cost less and the existing LR imaging syst

output images with high resolution (HR), which |
been widely applied in remote sensing, medi
imaging, biometric identification.

Keyword: Super Resolution, Image Reconstruction,
Sngle Image Resolution Techniques, Resolution
Enhancement.

1. INTRODUCTION

Image super resolution is a image proces
algorithms that produce high quality, high resano
(HR) images from a set of low quality, low resobut
(LR) images or from a single image. The SR im
reconstruction is useful in many practical caseere
multiple frames of the same scene can be obta
including medical imaging, satellite imaging, ¢
video applications [17].The basic premise fc
increasing the spatial resolution in SR techniqige
the availability of multiple LR images captured rfi
the same scene. The set of source low resolutiBi)
images captures only a finite amount of informa
from a scene; the goal of SR is to extract
independent information from each image in thai
and combine the information into a single h
reolution (HR) image. The requirement is of Sk
that each LR image must contain some informe

can be still utilized. Synthetic zooming of regioh
interest (ROI) is another important ajcation in
surveillance, forensic, scientific, medical, antede
imaging [13] This application is most suitable 1
magnifying objects in the scene such as the face
criminal or the license plate of a car [:
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2. LITERATURE SURVEY

[1] This study proposes a novel si-resolution
regularization model based on adaptive sp
representation and sd#arning frameworks. Th
fidelity term in the model ensures that
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reconstructed image is consistent with the obsienvat scheme. We further demonstrate better resultsuzn tr
image. The adaptive sparsity regularization terimages in terms of traditional image quality
constrains the reconstructed image with an adapti@esessment metrics.
sparse representation, which successfully harmsnize
the sparse representation and the collaborativgdY. Sun Et-al, presented an observation for madic
representation adaptively via producing suitablenaging and astronomical, high-resolution (HR)
coefficients. To construct a more effective dickony images are urgently desired and required. In recent
the high-frequency features from the underlyingears, many researchers have proposed various ways
image patches are extracted, and the dictiondoy achieve the goal of image super-resolution (SR),
learning and sparse representation are integrdied.ranging from simple linear interpolation schemes to
this end, the alternating minimization algorithm isonlinear complex methods. In this paper, we deal
used to divide this model into three sub-probleamsl with the SR reconstruction problem based on the
the alternating direction method of multipliers antheory of compressive sensing, which uses a
iterative back-projection method are used to stiee redundant dictionary instead of a conventional
sub-problems. To illustrate the effectiveness & tlorthogonal basis. We further demonstrate better
proposed method, additional experiments aresults on true images in terms of peak signaleisen
conducted on some generic images. Compared widtio (PSNR) and root mean-square error (RMSE) and
some state-of-the-art algorithms, the experimentgive several important improvements, compared with
results demonstrate that the proposed method ashieother methods.
better results in terms of both visual quality arwise
immunity. [5] M. Agrawal et-al, presented a technique for
enhancing resolution of images by interpolatinghhig
[2] Traditional works have shown that patches in faequency sub-bands generated using lifting wavelet
natural image tend to redundantly recur many timésnsform (LWT) and spatial information of inputdo
inside the image, both within the same scale, db weesolution (LR) image. Stationary wavelet transform
as across different scales. Make full use of the68WT) is used at intermediate stage for edge
multi-scale information can improve the imagenhancement. The input image is decomposed using
restoration performance. However, the curreddVT in order to generate high frequency (HF) sub-
proposed deep learning based restoration methodsbdnds. The generated HF sub bands are interpolated
not take the multi-scale information into account. further. Different high frequency sub-bands obtdine
this paper, we propose a dilated convolution bas#dough SWT are added to correct the estimated HF
inception module to learn multi-scale informatioma sub bands. The input LR image is interpolated in
design a deep network for single image supgparallel. All these sub-bands and estimated LR anag
resolution. Different dilated convolution learnsare reconstructed by inverse lifting wavelet
different scale feature, then the inception moduteansformation (ILWT) to produce high resolution
concatenates all these features to fuse multi-scateage. The qualitative, quantitative and visual ges
information. In order to increase the receptiofdfief of the described technique show the superioritthef
our network to catch more contextual informatioe, wproposed method over conventional and state-of-the-
cascade multiple inception modules to constitute aat methods.
deep network to conduct single image super-
resolution. [6] H. Ashikaga et-al, presented Single-image super
resolution is a process of obtaining a high-resofut
[3] Y. Sun Et-al, presented a compressive sensiilgage from a set of low-resolution observations by
based on a redundant dictionary has been sucdgssfsignal processing. While super resolution has been
applied in super resolution imaging. However, due tlemonstrated to improve image quality in scaled
the neglect of the local and nonlocal interactiohs down images in the image domain, its effects on the
patches of a single image, the reconstructed eeatdt Fourier-based image acquisition technique, such as
not satisfactory in noise suppression and eddRI, remains unknown. We performed high-
sharpness. In this paper, we propose an improvesolution ex vivo late gadolinium enhancement
method by adding steering kernel regression and(la&GE) magnetic resonance imaging (0.4 x 0.4 x 0.4
nonlocal means filter as two regularization termd a mma3) in position fraction swine hearts (n D 24)eTh
use an efficient clustering sub-dictionary learningwine hearts were divided into the training setD(n
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14) and the test set (n D 10), and in all heaaw;| 3. VARIOUS EXISTING SUPER-

resolution images were simulated from the high- RESOLUTION TECHNIQUES

resolution images. In the training set, super tgsm The generation of the low resolution image can be

dictionaries with pairs of small matching patchdés anodeled as a combination of smoothing and down-

the high- and low-resolution images were created. $ampling operation of natural scenes by low quality

the test set, super resolution recovered highnésol sensors. Super resolution is the inverse problem of

images from low-resolution images using ththis generation process. One criteria of solving th

dictionaries. The same algorithm was also appleed ihverse problem is minimizing the reconstruction

patient LGE (n D 4) to assess its effects. Comparedor. Various methods are proposed in literatare t

with  interpolated images, super resolutiodeal with the inverse problem. In following sectibn

significantly improved basic image quality indidgs categorize the different SR methods available in

< 0.001). Super resolution using Fourier-based zesgisting paper.

padding achieved the best image quality. However,

the magnitude of improvement was small in imagées. Interpolation Methods

with zero padding. Super resolution substantiallynage interpolation is the process of converting th

improved the spatial resolution of the patient LGHEnage from one resolution to other resolution. This

images by sharpening the edges of the heart and pinecess is performed on a one dimension basis yow b

scar. row and then column by column. Image interpolation
estimates the intermediate pixel between the known

[7] E. Faramarzi et-al, presented , a unified blindixels by using different interpolation kernel.

method for multi-image super-resolution (MISR or

SR), single-image blur deconvolution (SIBD), anc- Nearest Neighbor Interpolation

multi-image blur deconvolution (MIBD) of low- Nearest neighbor interpolation is the simplest

resolution (LR) images degraded by linear spacererpolation from the computational point of viel.

invariant (LSI) blur, aliasing, and additive whitethis, each output interpolated pixel assign theleaif

Gaussian noise (AWGN). The proposed approachrisarest sample point in the input image [2]. This

based on alternating minimization (AM) of a newtcogrocess just displaces the intensity from referdnce

function with respect to the unknown high-resolatiointerpolated one so it does not change the histogra

(HR) image and blurs. The regularization term fa t It preserves the sharpness and does not produce the

HR image is based upon the Huber-Markov randobturring effect but produce aliasing.

field (HMRF) model, which is a type of variational

integral that exploits the piecewise smooth natfre > Bi-linear Interpolation

the HR image. The blur estimation process I8 Bi-linear interpolation the intensity at a poirst

supported by an edge-emphasizing smoothimgtermined from weighted some of intensity at four

operation, which improves the quality of blupixel closet to it. It changes the intensity sadgsam

estimates by enhancing strong soft edges towapd sig also change. It slightly smooths the image lmgsd

edges, while filtering out weak structures. Theot create an aliasing effect.

parameters are updated gradually so that the number

of salient edges used for blur estimation increages>» Bi-cubic Interpolation

each iteration. For better performance, the blim cubic interpolation intensity at point is esti@

estimation is done in the filter domain rather tila@ from the intensity of 16 closest to it. The basis

pixel domain, i.e., using the gradients of the Ll a function is Bi-cubic gives smooth image but

HR images. The regularization term for the blur isomputationally demanding.

Gaussian (L2 norm), which allows for fast non

iterative optimization in the frequency domain. We B-splineInterpolation

accelerate the processing time of SR reconstruttyon Spline interpolation is the form of interpolatiornere

separating the up sampling and registration presessterpolant is a special piecewise polynomial chle

from the optimization procedure. Simulation resultspline. There is a whole family of the basis fuoti

on both synthetic and real-life images (from a movesed in interpolation which is given as [2]. Higher

computational imager) confirm the robustness armdder interpolation is much more used when image

effectiveness of the proposed method. required many rotation and distortion in separéte.s
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However, for single step enhancement is increastd multiple mapping of an LR patch to HR patches,
processing time. which results in image quality degradation.

» Hybrid Approach of Interpolation

In 2008, H. Aftab et al. [3] proposed a new hybridd. An Efficient Example-Based Approach for
interpolation method in which the interpolation at Image Super-Resolution

edges is carried out using the covariance bas€dis algorithm [6], [7] uses learning method to
method and interpolation at smooth area is done bgnstruct super resolution image. The main
using iterative curvature based method. After figdi contributions of these algorithms are: (1) a class
edges and smooth area using information from tkpecific predictor is designed for each class in ou
neighborhood pixels edge is interpolated usirexample-based super-resolution algorithm, this can
covariance based method. The covariance coefficiamprove the performance in terms of visual quality
of HR image is obtaining using covariance parametend computational cost; and (2) different types of
of LR image. In smooth are a curvature interpofatidraining set are investigated so that a more etffect
is carried out by first performing bilinear intetpthon training set can be obtained. The classification is
along the direction where the second derivative performed based on vector quantization (VQ), and
lower and in diagonal case the difference betwe#imen a simple and accurate predictor for each
diagonal is calculated and use bilinear interpotati category, i.e. a class-specific predictor, canrbméd
where the intensity difference is less. This methadg easily using the example patch-pairs of that paleic
significant advantage in terms of the processingeti category. These class specific predictors are tsed
peak signal to noise ratio and visual quality corada estimate, and then to reconstruct, the high-frequen

to bilinear, bi-cubic and nearest neighbor. components of a HR image. Hence, having classified
a LR patch into one of the categories, the high-
B. Iterative back projection algorithm frequency content can be predicted without seagchin

In this algorithm [1]-[3] back projection error issed  a large set of LR-HR patch-pairs.

to construct super resolution image. In this apghnoa

the HR image is estimated by back projecting the Learning Based Super Resolution using
error between the simulated LR image and captured Direction lets

LR image. This process is repeated several timesltothis algorithm [9] example based method using
minimize the cost function and each step estintae tdirection lets (skewed anisotropic wavelet transfor
HR image by back-projecting the error. The maiare used to generate high resolution image. It does
advantage of this method is that this methagtaling and filtering along a selected pair of cliien
converges rapidly, less complexity and low-lessot necessary horizontal and vertical like wavelet
number of iteration is required. In recently nunsbef transform. In this approach the training set is
improvements are used with this approach which generated by subdividing HR images and LR images

different edge preserving mechanisms. into the patches of size 8*8 and 4*4 respectablyd A
then best pair of the direction is assign to eaain p
C. Robust L earning-Based Super-Resolution from five set of directions [(0,90),(0,45),(0,-49)0,-

This algorithm [5] synthesizes a high-resolutiod5),(90,45)] and then grouping the patches accgrdin
image based on learning patch pairs of low- an@i-higto direction which reduce the searching time. Input
resolution images. However, since a low resolutidtR image is contrast normalized and then subdivided
patch is usually mapped to multiple high-resolutiomto 4*4 patches. Each patch is decomposed intat eig
patches, unwanted artifacts or blurring can appearbands passing using direction lets. The directional
super-resolved images. In this paper, a novel &gbro coefficient of six bands HL,HH,VL,VH,DL,DH are
to generate a high quality, high-resolution imagearn from training set. Minimum absolute differenc
without introducing noticeable artifacts. Introdugi MAD criterion is used to select the direction lets
robust statistics to a learning-based super rasolut coefficient. For AL and AH cubic interpolated LR
we efficiently reject outliers which cause artifact image is used. These learned coefficients are tsed
Global and local constraints are also applied tbtain SR image by taking inverse direction lets
produce a more reliable high- resolution imagé&ransform. At the end contrast normalize is undo.
Learning-based super-resolution algorithms afimple wavelet which is isotropic and does notdwll
generally known to provide HR images of highhe edges results in the artifacts which are remaove
guality. However, their practical problem is theeen this case.

@ IJTSRD | Available Online @ www.ijtsrd.com plMme — 2 | Issue — 5| Jul-Aug 2018 Page: 2488



International Journal of Trend in Scientific Resdaand Development (IJTSRD) ISSN: 2456-6470

4, CONCLUSION 7. Do Kyung Shin, Young Shik Moon, “Super-
The SR imaging has been one of the fundamental Resolution Image Reconstruction Using Wavelet
image processing research areas. It can overcome orBased Patch and Discrete Wavelet Transform”,
compensate the inherent hardware limitations of the Journal of Signal Processing Systems, Springer,
imaging system to provide a clearer image with a Volume 81, Issue 1, pp 71-81, 2014.

richer and informative content. It can also be sdrv8
as an appreciable front-end pre-processing stage to
facilitate various image processing applications to
improve their targeted terminal performance. Irs thi
survey paper, our goal is to offer new perspectives
and out looks of SR imaging research, besides givin
an updated overview of existing SR algorithmssit 9. K. Zhang, X. Gao, D. Tao, and X. Li, “Single
our hope that this work could inspire more image image super-resolution with non-local means and
processing researchers endeavouring on this steering kernel regression,” |IEEE Trans. Image
fascinating topic and developing more novel SR Process., vol. 21, no. 11, pp. 4544-4556, Nov.
techniques along the way. Hence, we propose a 2012.

wavelet based super-resolution technique, which wilg o Yu, G. Sapiro, and S. Mallat, “Solving inverse

V. PrasathR. Buvanesvari, N. Thilartham, K.
Nirosha, “Image Super Resolution Reconstruction
Using Wavelet Transform Method”, International
Journal of Innovative Technology and Exploring
Engineering, Volume-3, Issue-9, 2014.

be of the category of interpolative methods. It e problems with piecewise linear estimators: From
based on sparse representation property of - the Gayssian mixture models to structured sparsity,”
wavelets. IEEE Trans. Image Process., vol. 21, no. 5, pp.

2481 -2499, May 2012.
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