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ABSTRACT

An efficient and distributed scheme for file magp
or file lookup is critical in decentralizing metdd:
management within a group of metadata servers.
paper presenta novel technique called Hierarchi
Bloom Filter Arrays (HBA) to map filenames to t
metadata servers holding their metadata. Two le
of probabilistic arrays, namely, the Bloom filterays
with different levels of accuracies, are used ooht
metadata server. One array, with lower accuracy
representing the distribution of the entire metag
trades accuracy for significantly reduced men
overhead, whereas the other array, with hig
accuracy, caches partial distribution informatiord
exploits the temporal locality of file access patte
Both arrays are replicated to all metadata serte
support fast local lookups. We evaluate HBA thro
extensive tracehiven simulations an
implementation in Linux. Simulation results showr
HBA design to be highly effective and efficient
improving the performance and scalability of -
systems in clusters with 1,000 to 10,000 nodes
super clusters) and with the amount of data inptte
byte scale or higher. Our implementation indici
tha HBA can reduce the metadata operation time
single-metadataerver architecture by a factor of
to 43.9 when the system is configured with 16 N
data servers.
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l. INTRODUCTION

Rapid advances in genegaipose communicatic
networks have motivated the employment
inexpensive components to build competitive cli-
based storage solutions to meet the increasing ra®
of scalable computing. In the recent vyears,

bandwidthof these networks has been increasec
two orders of magnitudeyhich greatly narrows th
performance gap between them and the dedi
networks used in commercial storage systems. ¢
all /0 requests can be classified into two catesgo
that is, wer data requests and metadata request:
scalability of accessing both data and metadatad
be carefully maintained to avoid any poten
performance bottleneck along all data paths.
paper proposes a novel scheme, called Hierarc
Bloom Fiter Arrays (HBA), to evenly distribute tt
tasks of metadata management to a group of M<
Bloom filter (BF) is a succinct data structure

probabilistic membership query. A straightforwi
extension of the BF approach to decentrali
metadata mana&gnent onto multiple MSs is to use
array of BFs on each MS. The metadata of eachsf
stored on some MS, called the home

In Login Form module presents site visitors witl
form with username and password fields. If the |
enters a valid usernafpassword combination th
will be granted access to additional resources
website. Which additional resources they will h
access to can be configured separe

In this module we are going to find out the avdde
computers from the network. Anwe are going to
share some of the folder in some computers. Wk
going to find out the computers those having
shared folder. By this way will get all the infortican
about the file and we will form the Meta d:

In this module we are creating a ladata for all the
system files. The module is going to save all
names in a database. In addition to that, it ads@s
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some information from the text file. This mechanisi. COMPARISON OF DECENTRALIZATION

is applied to avoid the long run process of thestaxg SCHEMES

system. Many cluster-based storage systems employ
centralized metadata management. Experiments in

In this module the user going to enter the text f@FS show that a single MS is not a performance

searching the required file. The searching mechanigottleneck in a storage cluster with 100 nodes uade

is differing from the existing system. Whenever thgad-only Google searching workload. PVFS, which

user gives their searching text, it is going toreea js a RAID-O-style parallel file system, also uses a

from the database. At first, the search is basethen single MS design to provide a cluster wide shared

file name. After that, it contains some relatede f”namespace_ As data throughput is the most important

name. Then it collects some of the file text, itke® objective of PVFS, some expensive but indispensable

another search. Finally it produces a search résult functions such as the concurrent control betweé¢a da

corresponding related text for the user. and metadata are not fully designed and implemented
In CEFT, which is an extension of PVFS to

Here we are using the new approaches callgg,norate a RAID-10-style fault tolerance and
HIERARCHICAL ~ BLOOM  FILTER ARRAYS parallel 1/0 scheduling, the MS synchronizes

(HBA), efficiently route metadata request within @,ncyrrent updates, which can limit the overall
group of metadata servers. There are two arrays USfroughput under the workload of intensive

here. First array is used to reduce memory ovethegfnc rrent metadata updates. In Lustre, some low-
because it captures only the destination metad@ie| metadata management tasks are offloaded from
server information of frequently accessed filekeep the MS to object storage devices, and ongoing tsffor

high management efficiency. And the second one 45, heing made to decentralize metadata management
used to maintain the destination metadata mfonmatlto further improve the scalability.

of all files. Both the arrays are mainly used fastf

local lookup. Some other systems have addressed metadata

scalability in their designs. For example, GPFSsuse

A BF is a loss but succinct and efficient datacttice . p ., .
i mamically elected “met anodes” to manage file
to represent a set S, which processes the mempershi . ) :

. . , : . Imetadata. The election is coordinated by a cenédli
query, “Is x in S?” for any given element x with

: . . Roken server. Ocean Store, which is designed for
time complexity. It was invented by Burton Bloom M AN-based networked storage systems, scales the

1970 and has beeffwiddly usgd for Web CaChm(?ata location scheme by using an array of BFs, in

network routing, and prefix matching. The Storage,;p, ye ith BF is the union of all the BFs fot af
requirement of a BF fallSjseveggl ofqers of magititu the nodes within i hops. The requests are routed to

below the lower boulg), of Cegror-ires enwdm&eir destinations by following the path with the

structures. This space efficiency is achieved at t : . :
i ; 4 maximum probability. Panasas Active Scale not only
cost of allowing a certain (typically nonzero) . .
. . 2 ... .. uses object storage devices to offload some metadat
probability of false positives or false hits; that it

may incorrectly return a “yes,” although x is adiyia management tasks but also scales up the metadata

. : h ervices by using a group of directory blades. Our
QOt r:)nacﬁ. t’g Sg;aclgggglri\;\'iird r?})g; r('f;toan r?lfartgeer?f%r et systems differ from the three systems above.
OFI‘)IFO multiole MSs is to usegan arrav of BEs og eae’aﬂt ough GPFS and Panasas Active Scale need to use
b S Y eir specially designed commercial hardware, our
MS. The metadata of each file is stored on some

called the home MS. In this design, each MS bualds afget  systems  only .con5|st. of - commodity
, , components. Our system is also different from Ocean
BF that represents all files whose metadata isdtor,

locally and then replicates this filter to all otHdSs. Store in that the latter focuses on geographically

Including the replicas of the BFs from the 0,[hecglstrlbuted storage nodes, whereas our designttarge

servers, a MS stores all filters in an array. Wlaenglrlflst(ce)rn-le)a;]soedaatgrage systems, where all nodes are
client initiates a metadata request, the clientloamly y P y

chooses a MS and as_,ks th'.s server to perform t{JIETe following summarizes other research projects in
membership query against this array. The BF asay |

said to have a hit if exactly one filter gives aitie scaling metadata management, including table-based

response. A miss is said to have occurred wheneverPing, hash-based mapping, static tree partitioni

no hit or more than one hit is found in the array. and dynamic tree partitioning.
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TABLE: 1 Comparison of HBA with Existing size of the metadata of a file is small, a largenber
Decentralization Schemes of files may be involved. In particular, the mettdaf
Hushing ~ based | Teble ~ based | Static  Tree | Dynamic  Tree | HBA all files has to be relocated if an MS joins onies
Mapping Mipping | Partion | Partion This could lead to both disk and network traffic
Exanple Systems Luste 1], WS [NS 2] [OBES[] [ HBA surges and cause serious performance degradation.
Vesta [30], ARS (1),
InterMezzo [31] Coda  [M], g_‘
Spritﬁ 13 _ Mﬂlﬂdﬂlﬂ Metadata ) Metadata
Load Balance Yes No No Need Toad moni- | Yes cuenl ], e Server =9 disk Server »,.;i
lor (== .:.5 _ a,,a Data Qe
Migration Cost Large 0 0 Large 0 d'% o f%%y server disk
Lookup Time 0f) Oflogn] | Slow Ollogd) 0 . Q""f%
Memary Overbead [ 0l o) 0 0] Glint. (15 w"‘“ flataotk CONY -~
—c— . 0 = T — 2 Data ™
Directory Operations Slow Mediom o) 0] Fist dlsk User data tramsfer Sorver H
2.1 Table-Based Mapping =
it ; ; Client '3 =
Globally replicating mapping tables is one approac =t Data ()
to decentralizing metadata management. There is disk Server sk

salient trade-off between the space requirement and Figure 1: Cluster-based storage architecture.

the granularity and flexibility of distribution. Ane-

grained table allows more flexibility in metadata|l. ARCHITECTURAL CONSIDERATIONS
placement. In an extreme case, if the table recdwels AND DESIGN

home MS for each individual file, then the metadata this paper, we focus on a generic cluster, wieere
of a file can be placed on any MS. However, theumber of commodity PCs are connected by a high-
memory space requirement for this approach makegdndwidth low latency switched network. Each node
unattractive for large-scale storage systems. A balgas its own storage devices. There are no fundtiona
of-the-envelope calculation shows that it wouldetakdifferences between all cluster nodes. The role of
as much as 1.8 Gbytes of memory space to store sglibnts, MSs, and data servers can be carried put b
a table with 108 entries when 16 bytes are usea foany node. A node may not be dedicated to a specific
flename and 2 bytes for an MS ID. In additionole. It can act in multiple roles simultaneoudfjg
searching for an entry in such a huge table consw@meshows the architecture of a generic cluster tadyite
large number of precious CPU cycles. To reduce theis study. In this study, we concentrate on the
memory space overhead, XFS proposes a coarsealability and flexibility aspects of metadata
grained table that maps a group of files to an M&. management. Some other important issues such as
keep a good trade-off, it is suggested that in XA&, consistency  maintenance, synchronization  of
number of entries in a table should be an order e@dncurrent accesses, file system security and

magnitude larger than the total number of MSs. protection enforcement, free-space allocation (or
garbage collection), balancing of the space
2.2 Hashing-Based Mapping utilizations, management of the striping of file

Modulus-based hashing is another decentralizedntents, and incorporation of fault tolerance are
scheme. This approach hashes a symbolic pathnase§ond the scope of this study. Instead, the fotigw

of a file to a digital value and assigns its metada a objectives are considered in our design:

server according to the modulus value with respect

the total number of MSs. In practice, the likelidoef ~Single shared namespace. All storage devices are
serious skew of metadata workload is almosirtualized into a single image, and all clientsigh
negligible in this scheme, since the number afe same view of this image. This requirement
frequently accessed files is usually much larganthsimplifies the management of user data and allows a
the number of MSs. However, a serious problejob to run on any node in a cluster.

arises when an upper directory is renamed or tiaé to

number of MSs Changes: the hashing mapping neetslable service. the throughput of a metadata
to be re implemented, and this requires all affbctgnanagement system should scale with the
metadata to be migrated among MSs. Although tieemputational power of a cluster. It should not
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become a performance bottleneck under high I/€ent initiates a metadata request, the clientoamy
access workloads. This requires the system to haleoses a MS and asks this server to perform the
low management overhead. membership query against this array. The BF asay i
Zero metadata migration. Although the size dofaid to have a hit if exactly one filter gives aspive
metadata is small, the number of files in a systam response. A miss is said to have occurred whenever
be enormously large. In a metadata managemaat hit or more than one hit is found in the array.
system that requires metadata to migrate to othi "™ =" &

servers in response to the file system’s evolusioch -
as renaming of files or directories, or topology?m
changes involving server arrivals or departures, thZ
computational overhead of checking whether § m
migration is needed and the network traffic ovedﬁeaa_ 8|
due to metadata migration may be prohibitively high £,
hence limiting the efficiency and scalability. =

s [~ 1 Bloom Mer
+ ) F |~ 25Blom fiters

oo | 50 Bloom filters |
i == 100 Blpom filters

Balancing the load of metadata accesses. Ti= 4
management is evenly shared among multiple MSs ° ‘@

S P fiters. |
best leverage the available throughput of thesersev " o - 423 ﬁﬁ rhﬁgi
0 T =# - EQ0 Blgom fillers |

Flexibility of storing the metadata of a file onyan 5 oL . _ i

MS. This flexibility provides the opportunity foinke i i Numblarmcﬁ'h}ifp& ey

grained load balance, simplifies the placement of Figure 2: Theoretical hit rates for existing files.

metadata replicas, and facilitates some performance

optimizations such as metadata prefacing. In The desired metadata can be found on the MS

distributed system, metadata prefacing requires ttepresented by the hit BF with a very high prolkighil

flexibility of storing a group of sequentially assed We denote this simple approach as PBA. PBA allows

files on the same physical location to save thelerm a flexible metadata placement, has no migration

of metadata retrievals. overhead, and balances metadata workloads. PBA

does not rely on any property of a file to place it

IV. HIERARCHICAL BLOOM FILTER metadata and, thus, allows the system to place any
ARRAYS metadata on any server.

A BF is a lossy but succinct and efficient data

structure to represent a set S, which processes “ " T FEm =

1 Bioom (e

membership query, “Is x in S?” for any given eleter —. . : 10 Bioom fitters
x with a time complexity. It was invented by Burton & ~+— 75 Bioom filters
Bloom in 1970 and has been widely used for We &, i fgﬁm"{m‘;
caching, network routing, and prefix matching. Th & - 200 Bloorn fissrs
storage requirement of a BF falls several orders E‘...a-s. = =+ 400 Blogm fifars

§
o =m - 800 Bloom filsrs
magnitude below the lower bounds of error- fre' =

encoding structures. This space efficiency is adde E
at the cost of allowing a certain (typically nor@er =
probability of false positives or false hits; thaf it E
may incorrectly return a “yes,” although x is adlpa %=
not in S. A straightforward extension of the BF §
approach to decentralizing metadata manageme £
onto multiple MSs is to use an array of BFs on eac

MS. The metadata of each file is stored on some M Fﬁ;;r"j};‘n};a';;r"ﬁ Pt
called the home MS. In this design, each MS bualds  Figure 3: Theoretical false-hit rates for new files
BF that represents all files whose metadata isdtor

locally and then replicates this filter to all othdSs. This makes it feasible to group metadata with stron
Including the replicas of the BFs from the othepcality together for prefetching, a technique thas
servers, a MS stores all filters in an array. Wlaenpeen widely used in conventional file systems. Byri
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the evolution of file system and its cluster togplp

not all metadata needs to migrate to new locations /B I
When a file or directory is renamed, only the BFs
associated with all the involved files or subdiceigts W | ERU B g
need to be updated. Although a MS leaves or jdias t mith T
e | ) . okl ks

system, a single associated BF is added or delete
from the Bloom arrays on all other MSs. Since eacl yjj .
client randomly chooses a MS to look up for the Bom |l

MS of a file, the query workload is balanced on all et ¥

Mss. The following theoretical analysis shows tinat il LTl ” il
accuracy of PBA does not scale well when the i i
number of MSs increases. "

h_
LI T Tt L T A 'heqterﬂs

vt

To achieve a sufficiently high hit rate in the PBA Uy | ! QUKD
described above, the high memory overhead ma ' b

make this approach impractical. A large bit-pee-fil N o

ratio needs to be employed in each BF to achieve Vﬁh&d”mhhmwm M|

high hit rate when the number of MSs is large.hiis t v R v |

section, we present a new design called HBA tc '

optimize the trade-off between memory overhead and-igure 4: The structure of the HBA design on each
high lookup accuracy. The novelty of HBA lies is it MS, which includes two levels of BF arrays.
judicious exploitation of the fact that in a typidée

system, a small portion of files absorb most ofite V. CONCLUSION

activities. Floyd discovered that 66 percent offisdls ~ This paper has analyzed the efficiency of using the
had not been accessed in over a month in a UMBA scheme to represent the metadata distribution o
environment, indicating that the entire /0 accesséll files and accomplish the metadata distributaonl
were focused on at most 34 percent of the fileesgst management in cluster-based storage systems with
Staelin found that 0.1 percent of the total spasedu thousands of nodes. Both our theoretic analysis and
by the file system received 30 percent to 60 pereEn simulation results indicated that this approachnocan
the 1/O activity. Cate and Gross showed that mosgale well with the increase in the number of MSd a
files in Unix file systems were inactive, and oy has very large memory overhead when the number of
percent to 13 percent of the file system data veasiu files is large. By exploiting the temporal access
in a given day, and only 0.2 percent to 3.6 peroéntlocality of file access patterns, this paper happsed

the I/O activity went to the least active 75 petqeart @ hierarchical scheme, called HBA, that maintams t

of the file system. A recent study on a file systefgvels of BF arrays, with the one at the top level
trace collected in December 2000 from a mediurguccinctly representing the metadata location o$tmo
sized file server found that only 2.8 percent a2 recently visited files on each MS and the one at th
percent of files were accessed during a continuol@ver level maintaining metadata distribution

course of 12 hours and 10 days, respectively. information of all files with lower accuracy in far
of memory efficiency. The top-level array is small
V. PERFORMANCE EVALUATION size but has high lookup accuracy. This high aayura

We simulate the MSs by using the two tracegmpensates for the relatively low lookup accuracy
introduced in Section 5 and measure the performarfted large memory requirement in the lower level
in terms of hit rates and the memory and netwogkray. Our extensive trace-driven simulations show
overhead. Since the decentralized schemes of taiat the HBA scheme can achieve an efficacy
based mapping and modulus-based hashing are sinfifigyparable to that of PBA but at only 50 percent of
and straightforward and their performance wd¥emory cost and slightly higher network traffic

already discussed qualitatively, the simulationdgtu overhead (multicast). On the other hand, HBA incurs
in this paper will be focused on the schemes of pBmuch less network traffic overhead (multicast) than

HBA, and pure LRU BF to obtain quantitativehe pure LRU BF approach. Moreover, simulation
comparison and conclusions. results show that the network traffic overhead
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introduced by HBA is minute in modern fast Clusters,” Proc. ACM/IEEE Conf.
networks. We have implemented our HBA design in Computing (SC '03), p. 53, Nov. 2003.

Linux and measured its performance in a real alustg v -1, and H. Jiang, “CEFT: A Cost-Effective,

Tpigz\p_erlmental res_u_lts shov(\j/ thﬁt the perfi(()lrmgmce Fault-Tolerant Parallel Virtual File System,” J.
0 \ IS Very promising. Under heavy workloa S parallel and Distributed Computing, vol. 66, no. 2,
HBA with 16MSs can reduce the metadata operation op. 291-306, Feb. 2006.
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