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ABSTRACT 

The most common mode for consumers to express    
their level of satisfaction with their purchases is 
through online ratings, which we can refer as Online 
Review System. Network analysis has recently gained 
a lot of attention because of the arrival and increasing 
attractiveness of social sites, such as blogs, social 
networks, micro blogging, or customer review sites. 
The reviews are used by potential customers to find 
opinions of existing users before purchasing the 
products. Online review systems play an important 
part in affecting consumers' actions and decision 
making, and therefore attracting many spammers to 
insert fake feedback or reviews to manipulate review 
content and ratings. Malicious users misuse the 
review website and post untrustworthy, low quality, 
or sometimes fake opinions, which are referred as 
Spam Reviews. In this study, we aim at classifying 
reviews as positive, negative and spam reviews by 
creating a social network similar platform and 
providing communication between users in it. 
 
Keywords: NETSPAM (Network Spam); SVM 
(Support Vector Machine); HIN (Heterogeneous 
Information Network); OSN (Online Social Network); 
sending product posts 
 
INTRODUCTION: 

Online Social Media portals play an influentialrole in 
information propagation. So, this is considered as an 
important source for producers in their advertising 
campaigns as well as for customers in selecting 
products and services. In addition, written reviews 
also help service providers to enhance the quality of  

 

their products and services. These reviews thus 
became an important factor in success of a business 
while positive reviews can bring benefits for a 
company, negative reviews can potentially impact 
credibility and cause economic losses. The fact that 
anyone with any identity can leave comments as 
review, provides a tempting opportunity for spammers 
to write fake reviews designed to mislead users’ 

opinion. These misleading reviews are then multiplied 
by the sharing function of social media and 
propagation over the web. The reviews written to 
change users’ perception of how good a product or a 

service are considered as spam and are often written 
in exchange for money. 

As shown in, 20% of the reviews in the Yelp website 
are actually spam reviews. On the other hand, a 
considerable amount of literature has been published 
on the techniques used to identify spam and spammers 
as well as different type of analysis on this topic. 
These techniques can be classified into different 
categories; some using linguistic patterns in text 
which are mostly based on bigram, and unigram, 
others are based on behavioral patterns that rely on 
features extracted from patterns in users’ behavior 

which are mostly metadata based and even some 
techniques using graphs and graph-based algorithms 
and classifiers. 
 
Despite this great deal of efforts, many aspects have 
been missed or remained unsolved. One of them is a 
classifier that can calculate feature weights that show 
each feature’s level of importance in determining 

spam reviews. The general concept of our proposed 
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framework is to model a given review dataset as a 
Heterogeneous Information Network (HIN) and to 
map the problem of spam detection into a HIN 
classification problem. In particular, we model review 
dataset as a HIN in which reviews are connected 
through different node types (such as features and 
users). A weighting algorithm is then employed to 
calculate each feature’s importance (or weight). These 
weights are utilized to calculate the final labels for 
reviews using both unsupervised and supervised 
approaches. 
 
To evaluate the proposed solution, we used two 
sample review datasets from Yelp and Amazon 
websites. Based on our observations, defining two 
views for features (review-user and behavioral-
linguistic), the classified features as review behavioral 
have more weights and yield better performance on 
spotting spam reviews in both semi-supervised and 
unsupervised approaches. In addition, we demonstrate 
that using different supervisions such as 1%, 2.5% 
and 5% or using an unsupervised approach, make no 
noticeable variation on the performance of our 
approach. We observed that feature weights can be 
added or removed for labeling and hence time 
complexity can be scaled for a specific level of 
accuracy. As the result of this weighting step, we can 
use fewer features with more weights to obtain better 
accuracy with less time complexity. In addition, 
categorizing features in four major categories (review-
behavioral, user-behavioral, review linguistic, user-
linguistic), helps us to understand how much each 
category of features is contributed to spam detection. 
In summary, our main contributions are as follows: 
 
(i) We propose Net Spam framework that is a novel 

network-based approach which models review 
networks as heterogeneous information networks. 
The classification step uses IEEE Transactions on 
Information Forensics and Security, Volume:12, 
Issue:7, Issue Date: July.2017 2 different 
metapath types which are innovative in the spam 
detection domain. 

 
(ii) A new weighting method for spam features is 

proposed to determine the relative importance of 
each feature and shows how effective each of 
features are in identifying spams from normal 
reviews. Previous works also aimed to address 
the importance of features mainly in term of 
obtained accuracy, but not as a build-in function 
in their framework (i.e., their approach is 

dependent to ground truth for determining each 
feature importance). As we explain in our 
unsupervised approach, Net Spam can find 
features importance even without ground truth, 
and only by relying on metapath definition and 
based on values calculated for each review. 

 
(iii) Net Spam improves the accuracy compared to the 

state of- the art in terms of time complexity, 
which highly depends to the number of features 
used to identify a spam review; hence, using 
features with more weights will resulted in 
detecting fake reviews easier with less time 
complexity. 

 
SYSTEM DESIGN: 

In this section we present the design of our proposed 
system which detects abnormal spam messages using 
support vector machine algorithm. 

 

 
Fig 2: System architecture 

 
We divide the architecture of our system into three 
phases which are offline phase which includes 
collecting user opinions, preprocessing of opinions, 
machine algorithms. 
 
In the user opinions part, we collect the user’s opinion 

from various registered users and the received data 
can be stored for future scope. In the preprocessing 
step, we perform various levels of steps in order to 
frame the data according to the data for testing and 
from that we can retrieve the results. In the tokenize 
step we process the data based on the linguistic used 
by the user according to the parts of speech like using 
the adjective as a key for detection of spam words. In 
the second level that is stemming in which we frame 
the data according to the simplified sentence’s that is 

filtering of unwanted words in the user’s collected 

data. In the final step, we perform the filtering on the 
collected data so that the data can be processed for 
further stages. In the final stage we have the different 
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machine algorithms, but we use the support vector 
machine algorithm for the classification and execution 
of the data collected and then the results is outputted 
to the users. 
 
MODULES: 

1. Data collection from users: 
We collect the data from users through an Net Spam 
framework which uses support vector machine 
algorithm as their classifier model. We store the data 
in the database for processing to it further stages in 
the execution. 
 
2. Classification of live user’s and artificial data: 
With the help of classifier, we can calculate feature 
weights that show each feature’s level of importance 

in determining spam reviews. The general concept of 
our proposed framework is to model a given review 
dataset as a Heterogeneous Information Network 
(HIN) and to map the problem of spam detection into 
a HIN classification problem. In particular, we model 
review dataset as a HIN in which reviews are 
connected through different node types (such as 
features and users).  
 
3. Filtering of data using weighting method: 
A new weighting method for spam features is 
proposed to determine the relative importance of each 
feature and shows how effective each of features are 
in identifying spams from normal reviews. Previous 
works also aimed to address the importance of 
features mainly in term of obtained accuracy, but not 
as a build-in function in their framework (i.e., their 
approach is dependent to ground truth for determining 
each feature importance). As we explain in our 
unsupervised approach, Net Spam can find features 
importance even without ground truth, and only by 
relying on metapath definition and based on values 
calculated for each review. 
 
4. Displaying of resulted data to users into positive, 
negative and unclassified spam messages: 
Finally, the user’s data is processed and the results is          

outputted to the users into positive, negative and even 
unclassified spam messages to the users so that the 
users can able to take the decision before buying the 
online product in social media. 
 
 
 
 

Detecting of spam messages using NetSpam 
framework: 
The figure shows the web interface of our application. 
We have different outputs in our application. 
 

 
Fig 1: User’s are posting the reviews about the 

product. 
 

 
Fig 2: User’s are viewing the positive and negative 

reviews. 
 

 
Fig 3: The positive and negative chart of user’s data. 

 
CONCLUSION 

In this paper we developed aeb framework for 
detection of spam messages using the support vector 
machine algorithm as the classifier model for the 
user’s data. 
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For future work, metapath concept can be applied to 
other problems in this field. For example, similar 
framework can be used to find spammer communities. 
For finding community, reviews can be connected 
through group spammer features (such as the 
proposed feature in) and reviews with highest 
similarity based on metapath concept are known as 
communities. In addition, utilizing the product 
features is an interesting future work on this study as 
we used features more related to spotting spammers 
and spam reviews. Moreover, while single networks 
have received considerable attention from various 
disciplines for over a decade, information diffusion 
and content sharing in multilayer networks is still a 
young research. Addressing the problem of spam 
detection in such networks can be considered as a new 
research line in this field. 
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