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ABSTRACT
The purpose of this paper is to develop a forecasting model for retailers based on customer segmentation, to improve the performance of inventory. The research makes an attempt to capture the knowledge of segmenting the customers based on various attributes as an input to the demand forecasting in a retail store. The paper suggests a data mining model which has been used for forecasting demand. The proposed model has been applied for forecasting for grocery items in a supermarket. Based on the proposed forecasting model, the inventory performance has been studied by simulation. Hence, the proposed model in the paper results in improved performance of inventory. Retailers can make use of the proposed model for demand forecasting of various items to improve the inventory performance and profitability of operations. With the advent of data mining systems which have given rise to the use of business intelligence in various domains.
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1. INTRODUCTION
Supply chain management systems and intelligent systems for forecasting grew significantly during the last two decades. However, the growth of these two has mostly taken place independently. On one hand, we have very sophisticated supply chain management systems and on the other, we have very sophisticated forecasting systems. However, we rarely come across the combination of two sophisticated systems. At the same time, retailing has gone through a period of unprecedented change as customers’ demands and competition amongst the retailers have intensified in the last 25 years in most countries. Over this period, the retail industry has seen a transition from manual merchandise control systems of the computerized systems. Retailers with the sophisticated computerized systems for better forecasting and improved inventory management have an edge over the others in terms of profitability. Initially, these sophisticated systems were being used only by the supermarkets. Gradually, other retailers found it necessary to remain competitive in their businesses. India is also not an exception to this movement and it has witnessed a sea change in retail business in the last ten years. In a typical retail outlet of grocery items, number of stock keeping units is in the range of a few thousand and in a large supermarket. Retailers buy these items from a large number of distributors and sometimes directly from manufacturers. For each item, inventory managers are to decide when to purchase, how much to purchase and from whom to purchase. Efficient forecasting for future demand is the key to success for inventory management. Future demand of an item depends on a large number of factors and it has been a challenging task for the retailers to predict the future demand. The current research work suggests a data mining-based business intelligence model for demand forecast and its application in enhancing supply chain performance in an Indian retail outlet. The model suggests the use of clustering-based segmentation of the customers as an input to forecasting. Based on customers’ demographical profiles and other details, segmentation of customers is done in clusters using data mining software.
2. Literature Review

Improved demand forecasting accuracy can result in monetary savings, greater competitiveness, enhanced channel relationships, and customer satisfaction [1]. The importance of accurate sales forecasts to efficient inventory management has long been recognized. Barksdale and Hilliard [2] found that successful inventory management depends to a large extent on the accurate forecasting of retail sales. Thall [3] and Agrawal and Schorling [4] also pointed out that accurate demand forecasting plays a critical role in profitable retail operations and poor forecasting results in under stock or overstock that directly affects profitability and competitive position of the retailer.

The most common practice of forecasting demand in supply chain planning involves the use of a statistical software system which incorporates a simple univariate forecasting method, such as exponential smoothing, to produce an initial forecast [5]. The common practices and various literatures include time series decomposition, exponential smoothing, time series regression and autoregressive and integrated moving average (ARIMA) models. Out of these models, seasonal ARIMA model has been the most frequently employed forecasting model that results in a reasonably acceptable accuracy and it has been successfully tested in many practical applications [6 and 7].

The traditional methods which include ARIMA also are linear methods as they assume a linear relationship between independent and dependent variables. This problem is overcome by nonlinear methods. Artificial neural network (ANN) model is one popular nonlinear model which is extensively used for forecasting demand. ANN models use multi-layer perceptron (MLP) which does not need to assume stationary data in time series. Neural network-based fuzzy time series models have been used to improve forecasting for the stock index in Taiwan [8, 9 and 10].

Various data mining applications for inventory management have been suggested in various works. A method to select inventory items from the association rules has been proposed for cross-selling consideration [11]. This gives methodology to choose a subset of items which can give the maximal profit with the consideration of cross-selling effect. Relevance of association rule mining in the context of multi-item inventory replenishment has been discussed [12]. The paper shows with a case that inventory costs can be reduced with the implementation of data mining-based replenishment policy. A decision tree-based model for inventory replenishment in retail stores has been proposed. The decision tree is inducted using data mining on sale transaction data of purchase items with the demographic profile and other details of the customers. However, these models do not talk about forecasting and relevance of accuracy in forecasting in the performance of inventory in supply chain management. A decision tree-based application in retail sales for investigating the impact of promotion has been used in retail sales. Chang [13] suggest decision tree-based classification to analyze the customers’ behavior in order to form the right customers’ profile and business growth model under internet and e-commerce environment. In retail sales, the decision tree is induced for various uses in customer relationship management.

Feature selection is another data mining technique which has been widely used for learning customers’ purchase behavior. Feature selection is the technique used in data mining for identification of the fields which are the best for prediction [14] as a critical process. This step helps with both data cleansing and data reduction, by including the important features and excluding the redundant, noisy and less informative ones [15]. There are two main stages to feature selection. The first is a search strategy for the identification of the feature subsets and the second is an evaluation method for testing their integrity, based on some criteria. Classification of customers with predefined groups or classes is done after finding the best features (or, attributes) using feature selection. Classification of customers after performing feature selection has several advantages. According to John et al [16] first, there might be a significant improvement over the performance of a classification by reducing the number of bands to a smaller set of informative features. Second, with a smaller number of bands, the processing time is greatly reduced. Third, in certain cases lower- dimensional datasets would be more appropriate, where a limited amount of training data is available.

In view of the several applications of data mining in retailing, it motivates towards devising models for demand forecasting in retail sales with the potential of data mining demonstrated in other areas.
3. Developing a Forecasting Model

3.1 Segmenting Customers using Clustering

Managing customers as an asset requires measuring them and treating them according to their true value. Customer segmentation is generally done by using the clustering techniques of data mining. Different customers’ attributes have been used for segmentation by clustering technique in retailing. These attributes include customers’ demographic profile and patterns in shopping behavior, like the frequency of shopping, the monetary value of purchase, number of items purchased, etc. In retailing, segmentation of customers is done usually for customer relationship management. Many authors demonstrate the advantages of applying a K-means clustering technique to analyze a time series for determining structural changes low to high or, high to low in the Taiwan Stock Exchange Capitalization Weighted Stock Index.

The main trends for developing models to segment customers include K-means, Kohonen map, two-step models. K-means clustering technique does the clustering in K groups where the similarity amongst the entities within a cluster is very high and a reasonably high inter-cluster distance is maintained at the same time. The two-step node uses two steps for clustering. The first step makes a single pass through the data to compress the raw input data into a manageable set of sub-clusters. The second step uses a hierarchical clustering method to progressively merge the sub-clusters into larger and larger clusters. Two-step has the advantage of automatically estimating the optimal number of clusters for the training data. It can handle mixed field types and large data sets efficiently. Kohonen map is a neural network-based clustering, where the clusters are represented by the nodes in two-dimensional coordinate grids. Sometimes three-dimensional and one-dimensional grids are also used.

3.2 Developing a forecasting model based on Clustering

Based on the discussion in the above sections, a forecasting model has been developed for retail merchandise. As a prerequisite to the segmentation of customers, the details of the customers are recorded along with the amount of purchase. The methodology involved in the proposed forecasting model can be described in the following steps:

**Step 1**: Exhaustive list of demographic details of the customers and other details depicting the purchase behavior is prepared. These details are used as attributes to describe customers. It is to be noted that all these attributes are not equally important in describing an intended behavior of customers.

**Step 2**: Construction of classes of customers is done for the item/SKU considered for demand forecasting. For the purpose of demand forecasting, classes are to be described based on the units of purchase for the SKU. For example, two classes of customers may be – those who purchase one unit and those who purchase two units or, more.

**Step 3**: Based on the target classes, feature selection is performed on the database to select top few dominant attributes for the purpose of classification.

**Step 4**: Based on the important attributes obtained using feature selection, clustering is performed for the customers.

**Step 5**: The original database is segregated based on the segmentation described by the clusters obtained. Each cluster is to be treated as a separate database representing a unique segment.

**Step 6**: For each segment of customers, seasonal ARIMA with predictors are used for forecasting. Predictors for daily and weekly forecasting have been identified separately.

**Step 7**: To forecast the overall demand of the item, forecasts for various segments are summed up.

3.3 Inventory control with the forecast models

For a periodic review policy of inventory replenishment, four proposed forecasting models outperforming other models and the existing forecasting model have been compared with respect to two performance indicators:

1. Inventory level given by reaching days of inventory (measured as inventory/daily sales average); and
2. Customer service (indicated by percentage of days with sales failure).

In fact, customer service level is inversely proportional to “percentage of days with sales failure”. In periodic review policy using the daily forecasting, review of the inventory levels is done for the products every P day and the purchase order has to be sent at least L days (known as “lead time”) before...
the delivery date. The desired inventory level (T) has to be determined every period by the equation, 
\[ T = m_0 + Zs \]
where \( m_0 \) is the average demand during \( (P+L) \) days, \( Z \) is obtained from a standard normal distribution table which depends on the desired service level and \( s \) is standard deviation of the demand during \( (P+L) \) days, \( (P+L) \) is known as protection period and \( Zs \) is the safety stock.

In both daily and weekly forecasting, following data has been used:
- \( P = 7 \) days
- \( L = 3 \) days
- Service level = 90 percent,

The computation for daily forecasting has been shown below:
- Standard deviation of demand during \( (P+L) \) days
- \[ \sqrt{\text{Standard deviation of daily forecast demand}} \]
- Safety Stock = \( Z \times \left[ \text{Standard deviation of demand during } (P+L) \text{ Days} \right] \)
- Target level = \( T \)
- \[ = (\text{Average daily forecast demand}) \times (P+L) + \text{Safety stock} \]
- \[ = m_0 \times (P+L) + \text{Safety stock} \]
- Order Quantity, \( Q = T - \text{Inventory level} \)

For use weekly forecasting, as the values of \( P \) and \( L \) remain same given in days, it is required to convert the weekly figures into daily figures. The computation for weekly forecasting has been shown below:
- Average daily demand
- \[ = \frac{\text{Average weekly forecast demand}}{7} \]
- Standard deviation of daily demand = \[ \sqrt{\text{Standard deviation of demand during } (P+L) \text{ days}} \]
- \[ = \text{Standard deviation of daily demand} \]
- Safety Stock = \( Z \times \left[ \text{standard deviation of demand during } (P+L) \text{ Days} \right] \)
- Target Inventory level = \( T \)
- \[ = \text{Average daily demand} \times (P+L) + \text{Safety stock} \]
- Order Quantity, \( Q = T - \text{Inventory level} \)

### Table 1: Retail forecasting results

<table>
<thead>
<tr>
<th>Inventory performance indicator</th>
<th>Daily sale</th>
<th>Sales failure days</th>
<th>Sales failure days (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Findings</td>
<td>34.09</td>
<td>108</td>
<td>29.22</td>
</tr>
</tbody>
</table>

## 4. Conclusion

The proposed business intelligence system for demand forecasting proves to give more accurate predictions for future demands compared to the existing models and practices in the supermarket. This helps inventory managers to better manage their supply chain performance by reducing reaching days and service level simultaneously. Reaching day as a measure of inventory level is generally reduced successfully by the retailers at the cost of service level in most of the places. In the present day order, where, most of the large supermarkets are taking resort to data mining for various uses in customer relationship management, enhancing inventory management with the use of clustering of records after identifying the important features will be an additional application for increasing profitability of operations.
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