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ABSTRACT

Contentbased indexing methods are of great inte
for image and video retrieval in audrisual archives
such as in the DiVAN project that ware currently
developing. Detecting and recognizing human f:
automatically in video data provide users v
powerful tools for performing queries. The work
done for recognition of the face by using wav
packet decomposition. Each face is desci by a
subset of band filtered images containing wav
coefficients. These coefficients characterize thee
texture and a set of simple statistical measuresvi
us to form compact and meaningful feature vec
An efficient and reliable probalistic etric derived
from the Bhattacharyya distance is used in orde
classify the face feature vectors into person el
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l. INTRODUCTION

Face recognition is becoming a very promising
for automatic multimedia content analysis and
content based indexing video retrieval system. &
system is currently developed within the Es
project DIVAN ([5]) which aims at building ar
evaluating a distributed audiasual archives networ
providing a community of users with facilities tmse
video raw material, and access it in a coherent,
on top of highspeed wide area communicati
networks. The video raw data is first automatic
segmented into shots and from the cor-related
image segments, salient features such as regi@e
intensity, color, texture and motion descriptorg
extracted and used for indexing and retrie\
information. In order to allow queries at a hig
semantic level, some particular pictorial objectyéh

to be detected and exploited for indexing We fomu
human faces detection and recognition, given
such data are of great interest for user’'s queese,
we propose a new method for ferecognition based
on a wavelet packet decomposition of the 1
images. Each face from these wavelet coeffici
which characterize the face texture, we form corh
and meaningful feature vectors, using sin
statistical measures. Then, we show how fficient
and reliable probalistic metric derived from
Bhattacharyya distance can be used in orde
classify the face feature vectors into person el

The efficiency of our approach is analyzed
comparing the results with those obtained usthe
well-known Eigen faces methc

A. Discrete Wavelet Transform

Calculating wavelet coefficients at every poss
scale is a fair amount of work, and it generate:
awful lot of data. If the scales and positions
chosen based on powers of two, th-called dyadic
scales and positions, then calculating wav
coefficients are efficient and just as accuratesTi$
obtained from discrete wavelet transform (DV

B. One-Stage Filtering

For many signals, the lofvequency content is tf
most important par It is the identity of the signe
The highfrequency content, on the other ha
imparts details to the signal. In wavelet analysig,
approximations and details are obtained afterriilte
The approximations are the h-scale, low frequency
comporents of the signal. The details are the -
scale, high frequency components. The filtel
process is schematically represented as ir
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Fig. Decomposition and decimation
Fig. Single stage filtering
The wavelet analysis involves filtering and down
C. Multiple-L evel Decomposition sampling, whereas the wavelet reconstruction psces
The decomposition process can be iterated, witlnsists of up sampling and filtering. Up samplisg
successive approximations being decomposed in tutine process of lengthening a signal component by
so that one signal is broken down into many lowdénserting zeros between samples as shown in Fig.
resolution components. This is called the wavelet
decomposition tree and is depicted as in Fig.

1) fjt._..

| DY R ] ! [ R W

Fig. Reconstruction using up sampling Reconstrgctin
Fig. Multilevel decomposition Approximations and Details

. Wavelet Reconstruction It is possible to reconstruct the original signadnt

The reconstruction of the image is achieved by tfge coefficients of the approximations and detdire
inverse discrete wavelet transform (IDWT). Th@rocess yields a reconstructed approximation which

values are first up sampled and then passed to (s the same length as the original signal andhwiic
filters. This is represented as shown in Fig. a real approximation of it. The reconstructed detai

and approximations are true constituents of the
original signal. Since details and approximations a
produced by down sampling and are only half the
length of the original signal they cannot be disect
combined to reproduce the signal. It is necessary t
reconstruct the approximations and details before
combining them. The reconstructed signal is
schematically represented as in.

Fig. Wavelet Reconstruction

The original signal, S, passes through two
complementary filters and emerges as two signals.

Unfortunately, it may result in doubling of samples 'm;;.rf”
and hence to avoid this, down sampling is introduce Comporarss

The process on the right, which includes down
sampling, produces DWT coefficients. The schematic
diagram with real signals inserted is as showneixt n
Fig.

Fig. Reconstructed signal components
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[11.  Waveet Transform provide any compression. However, the structure
The generic form for a one-dimensional (1-D) watel@rovided by the transform and the expected valdies o
transform is shown in Fig. Here a signal is passé#loe coefficients give a form that is much more
through a low pass and high pass filter, h and gmenable to compression than the original dataeSin
respectively, then down sampled by a factor of twthe filters s, t, s’ and t' are chosen to be pelyec
constituting one level of transform. invertible, the wavelet transform itself is lossles
Later application of the quantization step will sau

Ia LU g Wy K e W B some data loss and can be used to control the elegre
| : : | : : : : of compression. The forward wavelet-based transform
2] A [ (E1 - S, 1 ) uses a 1-D sub band decomposition process; here a 1

D set of samples is converted into the low-pass
Fig. 1D Wavelet Decomposition subband (Li) and high-pass sub band (Hi). The low-
pass subband represents a down sampled low-

Repeating the filtering and decimation processhen tresolution version of the original image. The high-
low pass branch outputs make multiple levels ®@sS subband represents residual information of the
“scales” of the wavelet transform only. The procisss Ofiginal image, needed for the perfect reconstoucti
typically carried out for a finite number of leveg ~Of the original image from the low-pass sub band.

and the resulting coefficients are called wavelet

coefficients. The one-dimensional forward waveletD Transform Hierarchy

transform is defined by a pair of filters s antiattare The 1-D wavelet transform can be extended to a two-
convolved with the data at either the even or oddmensional (2-D) wavelet transform using separable
locations. The filters s and t used for the forwaravelet filters. With separable filters the 2-D

transform are called analysis filters. transform can be computed by applying a 1-D
nk transform to all the rows of the input, and then
repeating on all of the columns.
li=% sjx2i+] and hi =% tjx2i+14j +
J=nl J=-nH

L HL1

Although land hare two separate output streams,
together they have the same total number of
coefficients as the original data. The output stréa
which is commonly referred to as the low-pass data i HH1
may then have the identical process applied again
repeatedly. The other output stream, h(or high-pass
data), generally remains untouched. The inversgig sup band Labeling Scheme for a one level, 2-D
process expands the two separate low- and high-pass Wavelet Transform.

data streams by inserting zeros between every other

sample, convolves the resulting data streams with tThe original image of a one-level (K=1), 2-D waxele
new synthesis filters s’ and t', and adds them#o&e  transform, with corresponding notation is shown in
to regenerate the original double size data stream. Fig The example is repeated for a three-leveE@
ny wavelet expansion in Fig. In all of the discusskn

L rireas e s nl - represents the highest level of the decomposition o
F’in-ﬂ HbE + sdhia - whers P2 the wavelet transform.
=0 +u, HL, .
i=-nH J=-nH
h’2i+1 = hi, h’2i =0
To meet the definition of a wavelet, transform, the
analysis and synthesis filters s, t, s’ and t' minst
chosen so that the inverse transform perfectly

reconstructs the original data. Since the wavelet |
transform maintains the same number of coefficienkdg. Sub band labeling Scheme for a Three Levél, 2-
as the original data, the transform itself does not Wavelet Transform
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The 2-D sub band decomposition is just an extensibiere we are using 2d-wavelet transformation
of 1-D sub band decomposition. The entire procgssalgorithm using to get the features of the inpuage
carried out by executingl-Dsub band decompositi@o that we can able to compare with database images
twice, first in one direction (horizontal), then ihe also after this we are going to apply eigen vakes
orthogonal (vertical) direction. For example, tbesd vectors we are going to find the same input image a
pass sub bands (Li) resulting from the horizontabmparing with the data base images also. Finadly w
direction is further decomposed in the verticare going to apply Bhattacharya distance metric
direction, leading to LLi and LHi sub bandscalculation algorithm for this to get the more and
Similarly, the high pass sub band (Hi) is furtheaccurate image for this concept.

decomposed into HLi and HHi. After one level of

transform, the image can be further decomposed By.  Proposed Method

applying the 2-D sub band decomposition to thEhe main characteristic of wavelets (if compared to
existing LLi sub band. This iterative process resiui  other transformations) is the possibility to pravid
multiple “transform levels”. In Fig. the first lebef multire solution analysis of the image in the fooin
transform results in LH1, HL1, and HH1, in additiorcoefficient matrices. Strong arguments for the ofse

to LL1, which is further decomposed into LH2, HL2multire solution decomposition can be found in fsyc
HH2, LL2 at the second level, and the informatidn wisual research, which offers evidence that the drum
LL2 is used for the third level transform. The sulisual system processes the images in a multi scale
band LLi is a low-resolution sub band and high-pasgay. Moreover, wavelets provide a spatial and a
sub bands LHi, HLi, HHi are horizontal, verticahda frequently decomposition of a image at the same.tim
diagonal sub band respectively since they repres&iavelets are also very flexible: several basestexis
the horizontal, vertical, and diagonal residuand one can choose the basis which is more suitable
information of the original image. An example ofor a given application. We think that this is Iséh
three-level decomposition into sub bands of thegenaopen problem, and up to now only experimental
CASTLE is illustrated in Fig. considerations rule the choice of a wavelet form.
However, the choice of an appropriate basis can be
very helpful. Computational complexity of wavelets
linear with the number (N) of computed coefficients
(O (N)) while other transformations, also in thigist
implementation, lead to N*log2 (N) complexity.
Thus, wavelets are adapted also for dedicated
hardware design (Discrete wavelet Transform). & th

) N recognition task has real time computation nedus, t
el k,?j possibility of embedding part of the process in
dHardware is very interesting, like compression sask

Fig. The process of 2-D wavelet transform applie

through three transform level. .
g Wavelet packet decomposition

D"%he (continuous) wavelet transform of a 1-D signal

To obtain a two-dimensional wavelet transform, t \ .
x) is defined as:

one-dimensional transform is applied first along t
rows and then along the columns to produce four s af) (b)7 f (x) va, b
bands: low-resolution, horizontal, vertical, an _dx

diagonal. (The vertical sub band is created bt va b (x) =1ay(x-bla)
applying a horizontal high-pass, which yields \ti
edges.) At each level, the wavelet transform can B
reapplied to the low-resolution sub band to furth
decorrelate the image. Fig. illustrates the ima
decomposition, defining level and sub ban

conventions used in the AWIC algorithm. The fina yplcallyr,] somhe morefcons.tralnts ar((ej |m(§)osed|;cto |
configuration contains a small low-resolution suyfnsure that the transform Is non-redundant, complet

band. In addition to the various transform levéhe and constitutes a multire solution representatiothe

phrase level 0 is used to refer to the originalgea ©M9inal signal. This leads to an efficient reaase
data implementation of the transform using quadrature

Qe mother waveley has to satisfy the admissibility

iterion to ensure that it is a localized zero-mea
gnction. Equation (1) can be discretized by
straining and to a discrete lattice (a=2n, b€z).
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mirror filters. The extension to the 2-D case igally In our experimentations, we have selected 2 levkls
performed by applying a separable filter bank te tidecomposition according to the size of the face
image. Typically, a low filter and a band pasfifH images and we use the 16 resulting coefficient
and D respectively) are used. The convolution witlmatrices which are displayed in figure. Figure 1
the low pass filter results in a so-called appration shows the and filters that have been applied. These
image and the convolution with the band pass fitter filters have been selected based on trials durimg o
a specific direction results in so-called detaiigage. experimentations. For each coefficient matrix, taofe

In classical wavelet decomposition, the image I spstatistical features is computed as described @& th
into an approximation and details images. Theext section.

approximation is then split itself into a secondele

approximation and details. For a -leveFeaturevectorsclassification

decomposition, the signal is decomposed in tW¥hen solving a pattern recognition problem, the

following way: ultimate objective is to design a recognition syste
which will classify unknown patterns with the lowes

An= [Hx*[Hy*An-1] | 2,1]|1,2 = --------- (2) possible probability of misrecognition. In the fee
space defined by a set of features X=[x1,......... Xn |

Dn, 1= [Hx*[Gy*An-1] |2, 1]|1,2 = ---------- (3)  which may belong to one of the possible m pattern
classes,wi,i=1,....,m, an error probability can be

Dn, 2= [Gx*[Hy*An-1] |2, 1]]1, 2 ---=------ 4) defined but cannot be easily evaluated . Thus, a
number of alternative feature evaluation critergven

Dn, 3= [GX*[Gy*An-1] |2, 1]]1,2  --------- ) been suggested in the literature. One of theserierit

Is based on probalistic distance measures. It9g &a
Where denotes the convolution operat@,1 (|1 2) show that, in the two-class case, the error praipabi
sub-sampling along the rows (columns) —andan be written:
AO0=I(x, y)is the original image. An is obtained loyv
pass filtering and is the approximation image alesc e=1/2[1{ | p( Xp1) P@1) — p( Xp2) P©2) | dX]
n .The details images Dni are obtained by band pass ~ cememmeeee (7)
filtering in a specific direction and thus contain
directional detail information at scale . The am@i According to equation (7), the error will be maxi-
image | is thus represented by a set of sub imagesnum when the integrand is zero, that is, when dgnsi
several scales; {An, Dni}. The wavelet packetunctions are completely overlapping, and it wi#¢ b
decomposition that we use in our approach is zaro when they don’t overlap. The integral in (@hc
generalization of the classical wavelet decompasiti be considered as the probalistic distance between t
that offers a richer signal analysis (discontinuity two density functions.
higher derivatives, self-similarity,). In that casbe
details as well as the approximations can be ggiis In our approach, the Bhattacharyya distance Bis
results in a wavelet decomposition tree. Usually, @&hosen as a probalistic distance:
entropy-based criterion is used to select the deepe
level of the tree, while keeping the meaningfuB (X) = -In |/ [p(X|ol) p (X[p2)] ¥ dX

information. e (8)
——— %% In the multi-classes case and to solve our probleen,
,*\ ] make the assumption that the class-conditional
/\ ] probability distributions are Gaussian, that is,ewh
/ 5 \ : ] the density functions are defined as:
S \ DA X|owi) = [(2r)nEi]]-1/2 * |exp {-1/2(Xi) T Zi-1(X-
- Ch ;
st : wyr o (9)
i ] Where and are the mean vector and covariance matrix
il ] of the class distribution respectively. The multiate
P integrals in the measure can be evaluated whiatslea
to:

Fig: H (solid line) and G (dashed line) filters
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B=1/4u2-u1)T[Z1+X2]-1(u2-n1)+1/2 mean vectors of each class (namely Vcmean), that is
in we use an intra-class information. Then, we verify
[[1/2C1+=2)NEL|E2]] - (10) that each image is classified into the corrects;las

looking for the minimum D (Vk,Vcmean) distance,
We consider that each component paii,di2} is for each class c. Every experiment was performed
independent from the other component pairs of tlsing fractions of the available images in the whol
feature vector V . Thus, the distance between tataset. By this way, we are able to study howsibe
feature vectors Vkand VI is computed on af the image dataset affects the recognition
component-pair basis, that is, the distance performances.
considered as a sum of distances relative to edch o
these component pairs. Using the Bhattacharryal Siafer ST eI=feiilgprle=sif sdsvols alfilega=iic

distance, the distance Di between the componers pai | 1. 10 100.0%
of the two feature vectors Vk and VI is: 2. 20 100.0%
3. 30 99.6%
Di (Vk ,VI) = 1/4 (uik —pil)2 / (cik2 + 4. 40 99.5%
cil2) 5. 50 99.5%
+ 1/2 In
[1/2(cik2 + ail2)/Vsik2
gil2] = e (11) Araaracy
With wi=1, 2,...., n,uik=pil=0 where n+1 is the size 100
of the feature vectors. As a consequence, thetiregul & | \\//\V/\ /

distance D between two feature vectors Vkand VI can
be chosen as:

%
~

Accuracy

D (VKk,VI) = Z Di (VK,VI) ----=--=emm--- (12) 4"
Block diagram for the proposed method - - ,
Quen, Wavelet 1- 2 3 4 5 6 7 - 8 [9 10 -
image —»| features ] Figure: Accuracy against No of images
Euclidean Sort
-  enults VI. SCREEN SHOTS
Database Wavelet o 1. Database containing collection of images
| ] features Q [ B = — -
mages -
2 8 n 0 GGl GE G G G |
. Figure: block diagram for the proposed system . ; ffa & E’:a ::a . . E ‘e . ‘
Algorithm for the proposed method Input: images of e e EARRAR
the faces $ gy
. . . . msEsAmrarara-aar-
Output: matching face images will be displayed P ﬂ 229232933020
Methodology: 2A32AAE2
Step 1: [image acquisition] > -
ZHld L e T T TN
Images of the faces are collected
g';ep g read :htedlmage i fan 2. Initial starting window of the application thigiu
€p : wavelet decomposition of an Image this image will be selected.
Step 4: feature vector extraction Moy, ——
Step 5: [feature vector classification] Face featu BT S T O S0 PR TS

vector classification will have done by using
Bhattacharyya distance measure
Step 6: matched images will be displayed.

V. EXPERIMENTAL RESULTS:
In this experiment, we first extract the featuretoes —_— ., = !
of all the images in the data set and then form the

@ IJTSRD | Available Online @ www.ijtsrd.com plMme — 2 | Issue — 5 | Jul-Aug 2018 Page: 1985



International Journal of Trend in Scientific Res#aand Development (IJTSRD) ISSN: 2-6470

3. Initial starting window of the application throu
this image will be selected.

—_

A wavelet basad Frame work for Face recognition

4. This windowwill appear after selecting image

A wavelst based Frame work for Face recognition

=3

5. If image is no selected the following windc will

appear
o o e ———

I A wavelet based Frame work for Face recognition l

6. If the detedabn is successful the followin

window will appear

— == i— =—

E——

A wavelet based Frame work for Face recognition

- CACACAEA D
- CACAGAEA A
3

Authorised Person

7. If the deteton is not successful then t

following window will appear

o ——

A wavelsl based Frama work for Face recognition

UnAuthorised Person

VIl. CONCLUSION
Our experiments show that a small transform of
face, including translation, small rotation ¢

illumination changes, leave the face recogni
performance relatively unaffected. For both datab;
good recognition rates of approximately 96.0%
obtained. Thus, the wavelet transforms provec
provide an excellent image decomposition and te
description.However, detecting features is by itse
difficult and timeeonsuming process so this strat:
will increase the time that actually will be needed
recognition.

VIIl. FUTURE ENHANCEMENTS

Some of the future works for the proposed work
Image retrieval aabe done for the different shapes
vehicular object the future work can be done on
trying to recognize the gender of a person usirm
same algorithm.
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