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ABSTRACT

Mining of frequent items from a voluminous storage of data is the most favorite topic over the years. Frequent pattern mining has a wide range of real world applications; market basket analysis is one of them. In this paper, we present an overview of modern frequent pattern mining techniques using data mining algorithms. Frequent pattern mining in data mining takes a lot of data base scans. Therefore it is a computationally expensive task. So still there is a need to update and enhance the existing frequent pattern mining techniques so that we can get the more efficient methods for the same task. In this paper, a study of all the modern and most popular frequent pattern mining technique is also performed.
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I. INTRODUCTION

The use of data mining [1,2] is placed in various decisions making task, using the analysis of the different properties and similarity in the different properties can help to make decisions for the different applications. Among them the prediction is one of the most essential applications of the data mining and machine learning. This work is dedicated to investigate about the decision making task using the data mining algorithms. Data mining is associated with extraction of non trivial data from a large and voluminous data set. Figure 1 shows the general working of data mining.

Figure 1: Data Mining

Figure 2: key steps in data mining

Figure 2 shows, key steps performed during the process of data mining. The data mining is a process of analysis of the data and extraction of the essential patterns from the data. These patterns are used with the different applications for making decision making and prediction related task. The decision making and prediction is performed on the basis of the learning of...
algorithms. The data mining algorithms supports both kinds of learning supervised and unsupervised. In unsupervised learning only the data is used for performing the learning and in supervised technique the data and the class labels both are required to perform the accurate training. In supervised learning the accuracy [3,4] is maintained by creating the feedbacks form the class labels and enhance the classification performance by reducing the error factors from the learning model.

Frequent pattern mining is the concept which is used to extract most frequently occurring item from a data set. It is associated with a terminology known as support. The support of an item is obtained by first calculating the number of transactions in data set containing that item and then dividing this by total number of transactions. Also if the support of an item is more than a user defined quantity (minimum support threshold) then that item is known to be frequent. Otherwise, item is known as infrequent item.

II. LITERATURE SURVEY

In this step, all patterns which have support no less than the user-specified minsup value are mined as frequent patterns. Frequent pattern mining is used to prune the search space and limit the number of association rules being generated. Many algorithms discussed in the literature use “single minsup framework” to discover the complete set of frequent patterns. The reason for the popular usage of “single minsup framework” is that frequent patterns discovered with this framework satisfy downward closure property, i.e., all non-empty subsets of a frequent pattern must also be frequent.

The downward closure property makes association rule mining practical in real-world applications [5],[6]. The two popular algorithms to discover frequent patterns are: Apriori and Frequent Pattern-growth (FP-growth) [7] algorithms. The Apriori algorithm employs breadth-first search (or candidate-generate-and-test) technique to discover the complete set of frequent patterns. The FP-growth algorithm employs depth-first search (or pattern-growth) technique to discover the complete set of frequent patterns. It has been shown in the literature that FP-growth algorithm is relatively efficient than the Apriori algorithm [7].

In many cases it is useful to use low minimum support thresholds. But, unfortunately, the number of extracted patterns grows exponentially as we decrease. It thus happens that the collection of discovered patterns is so large to require an additional mining process that should filter the really interesting patterns. The Apriori property [8] does not provide an effective pruning of candidates: every subset of a candidate is likely to be frequent. In conclusion, the complexity of the mining task becomes rapidly intractable by using conventional algorithms.

The first of these kind of algorithms was Pascal [9,10,11,12], and now any FIM algorithm uses a similar expedient. More importantly, association rules extracted from closed itemsets have been proved to be more meaningful for analysts, because many redundancies are discarded.

Guo et al [13] proposed a vertical variant of the a priori algorithm. In apriori, several scans of the data base are required. The author proposed a version of the improved a priori algorithm. In this version lesser scans of the data base are required.

Recently some authors [14][15][16]have developed some frequent pattern mining algorithms. These algorithms (BSO-ARM, PGARM, PeARM) take less number of data base scans to find frequent patterns. But there is a short fall in all such algorithms, they only find a part of frequent items and donot find all the possible frequent patterns from a data set. Author in [17] introduced a new data structure to storing patterns, which ultimately resulted in improved efficiency of a priori algorithm. Also [18] proposed an efficient technique to mine fuzzy periodic association rules. This proposed technique scans the database almost two times.

III. TECHNICAL REVIEW

The brief history of the research algorithms of the Frequent Pattern Mining in Horizontal and Vertical Data Layouts has been discussed in this section. The following table provides the key information on the literature survey.
Table -1 Comparative Analysis of the different existing algorithms

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Algorithms</th>
<th>Data Structure/Layout</th>
<th>Search Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>APRIORI</td>
<td>Hash tree (Horizontal)</td>
<td>BFS</td>
</tr>
<tr>
<td>2</td>
<td>VIPER</td>
<td>Vertical</td>
<td>BFS</td>
</tr>
<tr>
<td>3</td>
<td>ECLAT</td>
<td>Vertical</td>
<td>DFS</td>
</tr>
<tr>
<td>4</td>
<td>FP-Growth</td>
<td>Prefix tree (Horizontal)</td>
<td>DFS</td>
</tr>
<tr>
<td>5</td>
<td>MAFIA</td>
<td>Vertical</td>
<td>BFS</td>
</tr>
<tr>
<td>6</td>
<td>PP-Mine</td>
<td>Prefix tree (Horizontal)</td>
<td>DFS</td>
</tr>
<tr>
<td>7</td>
<td>COFI</td>
<td>Prefix tree (Horizontal)</td>
<td>DFS</td>
</tr>
<tr>
<td>8</td>
<td>DIFFSET</td>
<td>Vertical</td>
<td>BFS</td>
</tr>
<tr>
<td>9</td>
<td>TM</td>
<td>Vertical</td>
<td>DFS</td>
</tr>
<tr>
<td>10</td>
<td>TFP</td>
<td>Prefix tree (Horizontal)</td>
<td>Hybrid</td>
</tr>
<tr>
<td>11</td>
<td>SSR</td>
<td>Horizontal</td>
<td>DFS</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

The basic objective of frequent item set mining cum association rule mining is to find strong correlation among the items in the transaction data set. All the researchers are aware of the fact that they are required to deal with the voluminous data while performing mining on the data. So the goal is to device such algorithms which are time and memory efficient. This paper elaborates the frequent item set mining and the work done by various authors to perform mining on the transaction data set.
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